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Abstract

Realities of recent changes in the fiscal environment and the international domestic security

structure have caused the strategic community to make some difficult decisions to preserve the

capability of the current ICBM force. One of these decisions is to view Minuteman III as the

centerpiece of the strategic force well into the next century. Extending the life of the 24-year-old

Minuteman III system requires system solutions that provide required performance at an affordable

life cycle cost.

The intent of this study is to demonstrate the feasibility of designing a 2-stage ICBM to

perform the Minuteman III mission. The main area of research is to take advantage of recent

developments in missile technology and materials, including "Integrated Stage Concept" and more

conventional technologies. It is believed that such a system could prove more affordable to build,

maintain and support while providing the required system performance.

Five final missile designs are developed and presented. A recommendation is made to pursue

an Integrated Stage second stage design based on mission performance, system readiness and cost

decision criteria.

xvii



A TWO-STAGE INTERCONTINENTAL BALLISTIC MISSILE (ICBM)

DESIGN OPTIMIZATION STUDY AND

LIFE CYCLE COST ANALYSIS

L Introduction

Realities of the recent changes in this nation's fiscal environment and the international and

domestic security structure have caused the strategic community to make some difficult decisions

to preserve the capability of the current Intercontinental Ballistic Missile (ICBM) force. One of

these decisions is to view Minuteman III (MM III) as the centerpiece of the force well into the

next century. Extending the life of the 24-year-old system requires system solutions that provide

required performance at an affordable life cycle cost.

This systems engineering design study demonstrates the feasibility of a 2-stage ICBM to per-

form the Minuteman mission. Both conventional and integrated stage technologies are investigated

as potential design approaches. The research takes advantage of recent developments in missile

technology and materials, and the end result is a system that should prove more affordable to

build, maintain, and support while providing the required system performance.

Chapter 1 provides necessary background and a basis to claim that the project is feasible.

Chapter 2 describes the systems engineering methodology that is used to formulate, organize, plan

and solve the problem. Chapters 3 through 6 describe the preliminary design of the system's second

stage, resulting in five candidate designs. Chapter 7 presents the conclusions from the study and

makes recommendations for future work. Detailed Appendices are included to fully describe the

work of individual design groups in the areas of trajectory and performance analysis (A), propulsion

system design (B), structures and materials (C), and system readiness (D).
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1.1 Background

In recent years, the United States military establishment has been shifting its priorities in

systems development. A past emphasis on operational performance has now been broadened to

include higher levels of equipment reliability and supportability (5:pl) and reduced system life cycle

cost (LCC). Evidence of a growing concensus that reliability and cost merit increased attention

and resources is abundant, starting at the top levels of Department of Defense (DoD) policy,

working down into specifications for new systems and even being reflected in the attention given

by publications such as Aviation Week and Space Technology (35).

The Reliability and Maintainability Action Plan R&M 2000 defines the Air Force policy

that reliability and maintainability (R&M) will be considered coequal with cost, schedule and

performance during acquisition (or major modification) of new systems(94:p3).

The SAC Perspective on ICBM Programs (11) brings system development guidance into the

context of the changes in the international and domestic environment that have been witnessed in

the last few years. Mounting budget deficits and perceptions of a declining strategic threat have

led to a decision to view MM III as the centerpiece of the ICBM force (11:p 2 ). Key factors that

led to this decision include the following:

"* high costs to maintain Peacekeeper (for example, guidance repair on Peacekeeper is consid-

erably more expensive and manpower intensive than for other ICBMs)

"* the need to replace Peacekeeper-unique support equipment by the year 2003

"* upgrades to MM III have the potential to reduce maintenance, security and manpower costs

(1 1:p 2 ,3).

The primary objective of the operating command is to preserve the capability of the current

Minuteman force while extending its useful service life beyond the year 2010 (67). The Air Force's

operating, development and procurement commands have outlined the requirements for Minuteman
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life extension in the Minuteman Long Range Plan (MLRP) (94). The MLRP identifies "necessary

projects" to be addressed in the immediate future, including guidance system improvements and

stage washout/remanufacture. Fiscal conditions call for innovative and creative solutions that will

reduce total system life cycle costs while preserving required system alert readiness and in-flight

performance.

SAC 001-92, Draft Mission Need Statement for Prompt Strategic Strike Capability For 2010

(52), dated 10 January 1992, says

"Prompt, highly accurate intercontinental strategic weapon delivery will remain a key
element of the TRIAD beyond [the year] 2010. Defense planners should attempt to
identify changes to current operations concepts, doctrine, tactics and organization to
allow our strategic forces to meet future demands. Several possible solutions [should be
considered] for this need including Minuteman ICBM life extension and the design [and
production] of a new system."

The Mission Need Statement lists the following relevant constraints:

"* affordability

"• basing mode complementary to existing systems

"* robust and enduring C 3 (command/control/communication)

"* world-wide targeting capability with time to target comparable to or better than existing

baseline systems

"* low operations and support costs

"* high alert rate

It is clear that this guidance reflects an interest in more than performance alone. It opens

the door to exploring system solutions that provide adequate performance while at the same time

improving alert rates and reducing life cycle cost.
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One such solution that has been proposed (78) is the replacement of the second and third

stages of a traditional ICBM with a single stage. An optimized two-stage missile design, taking

advantage of recent advances in propulsion and materials science, integrated stage technologies,

and manufacturing techniques could prove more affordable to build, maintain and support while

providing the required system performance. Air Force policy (as defined by the goals of the R&M

2000 Action Plan) and the operating command's view of the importance of R&M and cost (as

reflected in the SAC Perspective memo) provide a clear framework to propose a major modification

to the Minuteman III weapon system. Since each missile is located in an unmanned, remote silo

and must be maintained continuously on alert, the missile and its support equipment must remain

highly reliable, maintainable, supportable and affordable. Therefore, these factors become critical

in the weapon system design.

The need to maintain MM III as a key element of the strategic TRIAD into the next century

seems clear from the guidance discussed so far. What is not clear yet is whether the Air Force

should continue to remanufacture and improve the existing system, or whether a more radical two-

stage approach should be tried in the interest of life cycle cost savings. The latter approach is the

basic focus of this design project. The rest of this chapter is aimed at establishing the basis and

feasibility of this research by addressing the following questions:

"* What is the baseline MM III system's mission, operational capability and physical description?

"* What is the basis for advocating a two-stage alternative to the current system?

"* What technologies should be investigated in designing a two-stage ICBM?

"* Is a two-stage design feasible from a mission performance point of view?

1.1 What is a Minuteman III ICBM?

1.2.1 System Overview. The mission of the Minuteman III weapon system is the defense

of the United States through the deterrence of an enemy attack. If, however, this deterrence should
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fail, MM III would deliver retaliatory, thermonuclear warheads to preselected enemy targets. The

"weapon system" includes all of the related equipment, materiel, services, and personnel required

to keep the instrument of combat, the missile itself, a self-sufficient unit of striking power in its

operational environment. It should be noted here that this design project deals only with a small

portion of the total weapon system, but a total system approach must be taken even if only a

portion of the system is impacted by the advocated design change.

There are two versions of the Minuteman missile currently in operational status:

"* Minuteman II (LGM-30F) (MM II)

"* Minuteman III (LGM-30G) (MM III)

The LGM-30G evolved from the older F version, and it is the newer MM III which will serve as

the baseline for this design study.

The MM III LGM-30G missile (Figure 1. 1) consists of a three stage, solid propellant booster, a

liquid propellant post-boost propulsion system (called the propulsion system rocket engine, PSRE),

an inertial guidance system, a reentry system and structural interstages.

The 78,000 pound (Table 1.1) assembled missile rests upright in the launch silo (Figure

1.2) during the ground phase of operation. The missile computer runs automatic (periodic) and

commanded status checks and tests, responds to interrogations and commands received through

the ground electronic system, and maintains spatial orientation and gravity update while emplaced

in the launcher. When launched, the missile is boosted for approximately three minutes by the

three solid propellant motors burning in sequence. Each stage is separated from the missile after

motor burnout. Boost flight can be terminated before third stage burnout as mission requirements

dictate (shorter range mission). Thrust termination, and mechanical and electrical disconnect of

the third stage from the PSRE, are sequenced by the guidance set. Post-boost maneuvering thrust
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Figure 1.1. Minuteman III Missile
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MINUTEMAN III PHYSICAL DIMENSIONS
Component Length (in) Diam (in) Weight (lbs)

Nozzles 15.794
Skirt 36.000 66

Stage 1 222.640 66 50252
Interstage 1/2 57.900 66-52 431

Stage 2 108.700 52 15,518
Interstage 2/3 38.120 52 152

Stage 3 63.513 52
Separation Joint 1.680 52

PSRE 17.195 52 598
MGS 13.250 52

Shroud/Payload 142.850 52 1700
Totals 717.642 66-52 77,426

Table 1.1. Minuteman III Dimensions

is provided by the PSRE, control by the guidance set. The reentry system deploys the warheads

according to a pre-flight loaded software program.

Additional missile structure consists of a skirt and two interstages. These structural items

support the missile in the launch position, join the three motor stages aerodynamically and struc-

turally, provide stage separation, and contribute to flight stability for each stage during powered

flight. The exterior of the missile is insulated with a layer of cork for structural protection against

plume, aerodynamic heating and weather environmental effects during boost. The raceway, located

on the outer surface of the missile, contains and supports the guidance control cable as it runs from

the missile skirt to the missile guidance system (MGS). Pull-away connectors at the stage separa-

tion joints permit cable separation during missile staging. The cable is supported, over the length

of the motors and interstages, between layers of resilient foam covered by a fiberglass cover.

1.2.2 Physical Description of System Components. Since parts of the system will be re-

ferred to constantly throughout this document, some additional detail about each missile component

is provided here as a reference for later discussion.
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Figure 1.2. Minuteman Launch Facility

1.2.2.1 The Launch Facility and Launch Control Facility. Refer to Figure 1.2. The

function of the launch facility (LF) is to provide the ground support and physical protection nec-

essary to keep a missile ready to launch at all times. The LF is an unmanned, hardened and

underground facility that consists of a launcher (launcher closure, upper and lower level equipment

rooms, launch tube), a launcher support building, security system, personnel access door, and a

service area. The missile and all its supporting equipment (called operational ground equipment -

OGE) are enclosed in the launcher or "silo". The missile occupies a central tube called the launch

tube. Associated OGE is arranged in a two-level equipment room surrounding the top of the tube.

The missile and all OGE are shock isolated for protection against nuclear blast effects.

The launch control facility (LCF) serves as a manned control and monitoring station for the

LFs. In addition, the LCF provides physical protection for the men and equipment required for

missile launch.
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1.2.2.2 First Stage Motor. The first stage motor (Figure 1.3) consists of a steel

motor case and an aft closure with four movable, nozzles and a nozzle control unit. The motor case

serves as the missile skin with the interstage attached at the forward end of the case. The motor

case, aft closure areas, and nozzles are insulated from exhaust gases by molded plastic, Buna-N

rubber insulation and high density graphite parts. A low-temperature ablative insulation protects

the motor case exterior from aerodynamic heating. The large movable nozzles on the first stage are

C

J Nozzle

Propellant Control
Unit Nozzlente t nte Case Aft Closure Exit

girea Cone

Figure 1.3. MM III First Stage Motor

necessary for programmed roll and pitch maneuvers and for attitude corrections during first stage

operation. Also, the size and weight of the missile at this time is greatest, requiring maximum force

for control. Thus, large nozzle gimballing forces are needed for first stage control.

Into the motor case, a one-piece casting or "grain" with a six-point star hollow core is cast of

high-performance solid propellant. This grain shape maintains constant thrust by keeping a con-

stant surface area (as the propellant burns away). The composite propellant consists of ammonium

perchlorate (oxidizer) and aluminum powder (fuel), bound together by a rubbery polybutadiene

acrylic binder and an epoxy-resin curing agent (105).

1.2.2.3 Second Stage Motor. The second stage motor (Figure 1.4) consists of a tita-
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Figure 1.4. MM III Second Stage Motor

nium alloy motor case, solid composite propellant, an igniter, an aft closure with a single, fixed,

submerged nozzle, a thrust vector control system (TVC), and a roll control system.

The propellant is aluminum powder and ammonium perchlorate bound by a carboxy-terminated

polybutadiene polymer. The propellant is cast into a hollow circular bore configuration with fins

in the forward end to provide a relatively constant burning-surface/time relationship (105).

During second stage flight, the liquid injection TVC (LITVC) controls missile attitude on

the pitch and yaw axes in response to commands from the D-37 guidance computer. Freon from a

toroidal storage tank is selectively injected into the nozzle at four points 900 apart. This produces

shock waves in the flow which shifts pressure distributions inside the nozzle. This provides a thrust

offset vector that causes the missile to correct its pitch attitude. The D-37 controls the quantity of

freon injected and the time required to correct missile attitude. The missile carries enough freon to

control a flight involving maximum activity due to severe disturbances, and a "dumping" capability
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is provided to get rid of any extra freon (weight) above a desired amount at various points during

flight.

Roll control is accomplished by relcasing warin gas through two pairs of roll control nozzles

on opposite sides of the missile. Warim gas for roll control is provided by a gas generator separate

froim the gas generator used for presslrizinlg the freon.

1.2-2.4 Third Stage Motor. The third stage motor (Figure 1.5) consists of a fiberglass

(s-glass) motor case, solid (aluminum based) propellant, an igniter, a single fixed submerged nozzle,

a liquid injection TVC system (similar to that used on the second stage motor) and a thrust

termination system. I

Pro ellant Case Interstage Att'ch Area
L Control Electr'ncs

,"" "'"Closure

Injection Valves (4)

Pressure Tank Injector Ports (4 groups)
Nozzle Exit Cone Injectant Tank

Figure 1.5. MM Ill Third Stage Motor

One way in which the Stage 3 yaw and pitch control system differs from Stage 2 is in the

method of pressurizing the injectant. In Stage 2, a gas generator uses the exhaust gases generated

from burning solid propellant to provide the necessary pressure for the injectant. In Stage 3, a

pressurized helumn tank is used to pressurize the injectant. A command from the D-37 opens an
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isolation valve which lets pressurized helium pass through a regulator to the injectant tank. The

injectant tank has a steel outer case and a collapsible inner tank bladder (like a bellows). As the

helium pressurizes one side of the bladder, the injectant (strontium perchlorate) is forced out.

Roll control is accomplished with a gas generator and a roll control valve at the forward end

of the motor. Upon command from the D-37, the gas generator is ignited with an explosive squib

device. A valve vents generated gas through two nozzles which extend through the motor skirt.

The thrust termination system consists of six thrust termination ports at 600 spacing around

the front of the motor case. Shaped charges blow the ports open on command from the D-37

computer. This allows the chamber pressure to vent forward which momentarily creates a negative

(opposing) thrust causing the third stage to drop away from the PSRE.

1.2.2.5 Propulsion System Rocket Engine (PSRE). This portion of the LGM-30G can

be thought of as a "fourth stage". The PSRE provides the thrust required for post-boost vehicle

maneuvering. It includes separate pressurant, fuel, and oxidizer storage tanks (liquid propellant).

It also contains 11 rocket engines and associated valves and manifolds. The "fourth stage" adds a

portion of controlled flight that is nearly equal in time to the combined first three stages.

1.2.2.6 Missile Guidance Set (MGS) . The MGS is an integral part of the missile.

It is referred to as the NS20A1 for the MM III system. The NS20AI is contained in a cylindrical

shaped unit mounted on the PSRE. The MGS is made up of five major subunits: a gyrostabilized

platform, missile guidance set control, P92 amplifier assembly, D-37 computer and a dual battery

(two batteries in one case) for power.

1.2.2. 7 Reentry Vehicle (REEV). For the purpose of this study, the "reentry vehicle"

consists of everything above the MGS. This equipment includes an aerodynamic titanium heat

shield (shroud), chaff and chaff dispensers, payload support structure and bulkhead, and the actual

payload which is really the reentry vehicle.
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1.2.2.8 Stage Separation. To accomplish stage separation, the missile interstages are

equipped with an arm-disarm mechanism, a detonator assembly, and a linear charge. The linear

charge is installed in an enclosed cavity around the circumference of the interstage separation

joint. The detonators are fired electrically by a programmed signal from the MGS concurrent with

ignition of the succeeding stage. The skirt of the succeeding stage is blown off in four sections by

longitudinal charges. Ignition of these charges occurs after stage separation.

1.3 Three Stages Versus Two Stages

Classical long range missiles such as the Minuteman I, 11, and III and Peacekeeper ICBM

systems have all been designed and built using three stages. The reason: a priority on system

performance with lesser emphasis on cost and supportability. Strictly from a performance point

of view, more stages give better system performance in terms of range and/or weight of payload

delivered. However, the marginal increase in performance with each additional stage becomes

increasingly smaller; in fact the most dramatic performance increase comes with the jump from

one stage to two (103, 107). Two-stage designs have traditionally lost out to three-stage designs

because of the fact that the three-stage design was the only one capable, within the technology

limits present in the 1960's, 70's and 80's, of delivering a multiple warhead (heavy) payload to the

required operating ranges.

Since one of the key elements of this project is to demonstrate that delivery of a Minuteman

III post-boost vehicle to a required point in space can be accomplished with two stages instead of

the traditional three, some discussion of the basic rocket equations of motion for staged systems is

a necessary first step in such a presentation.

1.3.1 Basic Rocket Equation . The basic "rocket equation" (any vehicle producing thrust

by ejecting mass is considered (103:p185) to be a rocket) is well known (87, 103, 107) and is given
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here as

AV = V.[ln(mo/m)]

where AV (in the case of an ICBM) is the change in velocity from launch to burnout of the booster,

V. is the axial exit velocity of the differential fuel mass elements from the motor nozzle, m0 is the

initial mass of the system, and m is the final system mass after all propellant is burned. Therefore,

the burnout or final velocity of the vehicle depends only on the exhaust velocity of the engine and

how much of the total vehicle is fuel. Performance is enhanced, then, by a vehicle designed with

minimum structural mass.

1.3.2 Staging . As a solid rocket engine burns up all its usable propellant, the structure

associated with that engine becomes useless mass and therefore a detriment to system performance.

If this "dead weight" can be disposed of as its utility disappears, performance can be enhanced.

The common way to do this is to stage the vehicle, shedding used up engines and empty fuel tanks

as the vehicle accelerates on its flight path. In this way, a smaller vehicle proceeds from the point

of staging with considerably less dead mass (103:p191).

From this discussion, it is clear that more performance (higher terminal velocity) is obtained

as the amount of dead weight dropped increases. In the extreme, as the number of stages increases

to infinity, higher velocities can be obtained for a given "payload". While this is technically true, it

is most informative to look at the incremental benefit gained from adding stages to an ideal single

stage system.

Figure 1.6 (103:pl92) shows a 2-stage rocket, with each stage broken down into its structure

and propellant masses. The initial mass of the k&" stage (mok) is the mass of everything above the

separation plane for that stage. The final mass of stage k (mfk) is the structural mass of that stage

plus the total mass of the remaining stages. The final (n + 1) stage has the payload mass (m.).
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Figure 1.6. Staging

If the vehicle's overall payload ratio is defined as the fraction of the total vehicle which is

payload,

the rocket equation shows that if 7r. is baiall (molr/m. is large), AV is large. To see the advantage

conferred by staging, the overall payload ratio is expanded:

Mn0 1

n

11 fWk
k=1

and a small overall payload ratio can be obtained from the product of individual stage payload

ratios, each of which is kept small by the exclusion of the dead weight of the previous stage. The

overall payload ratio, r., is plotted in Figure 1.7 (103:p193) as a function of AV/V. (assuming

Vek = V, for each stage and identical stage payload ratios, 7rk) for different multistage vehicle

configurations. This figure clearly shows significant improvement in burnout velocity for a 2-stage

system over a single stage system, some additional improvement for a 3-stage system, and some
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additional improvement as the number of stages goes to infinity. It is most interesting, for this
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Figure 1.7. Incremental Burnout Speed Gains With Added Stages

project, to note that the additional gain in going from two to three stages is much smaller than

that gained in going from one to two stages. Strictly in terms of performance, then, three stages

is better than two. However, if other considerations (e.g. cost, reliability) become as important as

performance, a two stage configuration can be considered as a potential alternative.

1.4 Statement of Approach

The main thrust of the research in this document, then, is to investigate the technical mission

performance feasibility, alert availability, in-flight reliability, supportability, producibility, and life

cycle cost of a 2-stage ICBM to replace the current 3-stage Minuteman III missile. This can

be done either by looking at conventional technologies that have been used in Minuteman and
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Peacekeeper developments in the past, or by looking at the use of technology upgrades that have

been investigated recently for Small ICBM, the Army's MIST program (72), and other applications.

The most current operational ICBM systems (MM III and Peacekeeper) use solid propellant

motors, whose technology is driven by requirements for

* 24 hour readiness

* large payloads

* minimizing maintenance

The production of these motors is really an art form, and the keys are in the propellant's mechanical

properties, stored chemical energy, ballistic properties, the durability of the propellant/liner/insulation

chemical bond, grain design, and the repeatability of the burn performance. The MM III system

has been in the field for over twenty years, and there are several issues related to the current state

of technology that must be addressed now:

"* Stage 3 is nearing its second remanufacture cycle due to ageout (cracking) of propellants and

to "debonding" of the propellant/liner/insulation interface

"* Stage 2 is undergoing its third remanufacture for the same reasons

"* Environmental concerns mandate changes in current

- primers, solvents and cleaners,

- liquids (freon) used in LITVC, and

- propellant burn characteristics (environmentally "cleaner" exhaust products),

"* Some materials currently used (s-glass for the third stage motor case, for example) are no

longer available.

1-17



Therefore, with the goals of extending useful service life, enhancing environmental compliance

and assuring material/supplier availability well into the next century, the question of whether

current technology should be transferred directly or whether new technologies should be explored

is very relevant to this work.

Much work has been done over the last several years (56, 85) on advanced concepts and

technologies for ICBM applications. These concepts and technologies include

"* Integrated Stage,

"* Continuous batch processing for propellants,

"* Advanced motor liner materials,

"* New motor case materials,

"* Guidance System upgrades and improvement.

The Integrated Stage Concept (ISC) entails the integration of the rocket motor nozzle into the

motor case, thus removing the need for a heavy interstage structure (and its accompanying system

performance penalty). The Integrated Stage concept involves application of the following technolo-

gies:

"* aft reverse dome forced-deflection nozzle (which is shorter than conventional nozzles) is in-

tegrated into the motor case (rather than extending out beyond the case as in a traditional

motor design),

"* composite case with full open end to accomodate the completely submerged nozzle and for

ease and cost savings in manufacture,

"* hot gas valves for thrust vector control removing the need for environmentally unacceptable

liquids such as freon, and
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* boron based solid propellants to provide particle-free exhaust necessary for hot gas valve op-

eration.

The complete details of the integrated stage concept are presented in Chapter 4, Appendix B,

and Appendix C. Continuous batch processing of propellants addresses the propellant aging issue,

and this, too, will be discussed in more depth in Chapter 4 and Appendix B. Advanced liners with

an estimated service life of up to 35 years (94) are being investigated now for the current MM III

remanufacture cycle (see Appendix D). Guidance System improvements will not be investigated

specifically in this study, but since the MGS is one of the chief maintenance drivers in the current

system, any future system upgrades must address this issue as well (see Chapter 7).

The following approach will be taken in this study:

1. Investigate the use of both conventional and integrated stage technologies in optimized designs

for a two-stage ICBM booster that meet the performance requirements of the current MM

III ICBM system.

2. Assess the alert availability and in-flight reliability of all candidate designs.

3. Combine the availability/reliability assessments with an assessment of other Integrated Lo-

gistic Support factors to characterize the overall supportability of each candidate design.

4. Assure that the candidate designs are producible within today's manufacturing capability.

5. Estimate the overall Life Cycle Cost of each candidate second stage design.

This project is challenging, and involves planning, research, modeling and analysis. The

chapters that follow outline a systems engineering approach to complete the project. However,

prior to undertaking such a difficult task, there is one important question to be answered. Since

a two-stage booster has never been built to meet the MM III application, there is no certainty

that a two-stage design is even feasible. Therefore, a preliminary feasibility analysis is performed
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to quantify what is possible within the constraints of this study. The next section details the

preliminary "feasibility study."

1.5 Feasibility of a Two-Stage Boostcr

1.5.1 Philosophy. For preliminary analysis, the current MM III performance is determined

using the equations of motion for an ideal rocket under a uniform gravitational field and in purely

vertical flight. These equations are used to calculate the total change in velocity, AV, imparted

to the payload between launch (from rest) and burnout of the third stage booster. This analysis

establishes the initial MM III baseline performance (benchmark), which is then compared with a

similar analysis for a two-stage design. The equations provide a means for determining a first-

order estimate of the structural ratio required for the second stage of a two-stage design. A brief

discussion of the ideal rocket equations and the results of this analysis follow.

1.5.2 The Ideal Rocket Equation. Before a discussion of the ideal rocket equation can be

made, some rocket design parameters must be defined. The first, and most important, parameter

is the stage structural ratio, c. The stage structural ratio is defined as the structural mass of the

booster stage divided by the sum of the structural mass and propellant mass of the stage. In this

analysis it is simply the percentage of the total stage that is not propellant.

Another important parameter requiring definition is the payload ratio, w. It is defined to

be the payload mass for the stage under consideration, divided by the total stage mass. For a

multi-stage missile, the payload ratio for the first stage, for example, would be the mass of all of

the missile components above the first stage, divided by the first stage mass.

A third important parameter to be defined is the specific impulse, or ,p, for the booster. It is

defined as the impulse per unit mass of the propellant divided by earth's gravitational constant,g.

Dividing by g is arbitrary in this case, and is done to allow the I.,p to be expressed in units of

seconds (50:p322).
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The total change in velocity, in ft/sec, for a single stage ideal rocket can be expressed as:

AV = -gI5 pln[c + (1 -

where g is 32.2ft/sec2 . This equation is extended to the n-stage rocket by simply summing the

individual stage AV contributions to obtain the total missile AV. In equation form, this is expressed

as:
n

AV,0 g = -gIp*In[c, + (1 -

where the summation index i represents the i&a stage. The simplicity of this equation allows

calculation of a first estimate of AV with very limited data, although some loss of accuracy does

occur. Implicit in the equation are several assumptions which need to be addressed. First, the

equation is independent of the burn time of the booster. The equation is only a function of the

initial and final masses of each stage. As a result, an impulsive burn is assumed. With an impulsive

burn, gravity does not have a chance to act upon the missile and slow it down, whereas for a real

missile, the gravitational effects "build up" with time. This force is not accounted for in the ideal

rocket equation. Another force absent from the equation is aerodynamic drag, which also slows

the missile. Both of these assumptions result in an overestimation of the missile's performance.

However, despite the fact that this equation does not accurately predict the missile performance,

it can still be used to compare missile designs, as long as these assumptions are uniformly used for

all of the designs being examined, including the benchmark. This is the approach taken for the

preliminary feasibility analysis for the two-stage design.

1.5.3 MMIII Analysis. Using the ideal rocket equation, the MM III total AV for a 2300

pound payload is calculated to be 25,194 ft/sec. This establishes the performance baseline against

which the two-stage design was to be compared. A stage-by-stage breakdown of the AV for the

MM III is presented in Table 1.2.
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IStatage t I 7 I.,(sec) I AV(ft/sec)I
1 0.09954 0.33691 237 6937
2 0.11363 0.39995 287.5 7026
3 0.09233 0.22252 285.15 11231

Total 25194

Table 1.2. MM III Stage Parameters and AV

1.5.4 Two-Stage Design Analysis. In applying the ideal rocket equations to the MM 1II,

the structural and payload ratios and Ip's for each stage are well-defined. However, for the two-

stage missile, only the first stage data (MM III stage 1) is available and estimates of the design

parameters for the second stage are needed. In the absence of any data for a new second stage,

the second stage weight is left as a variable ranging from 20,000 Ibm to 50,000 lbm. However, the

distribution of the second stage weight is not yet accounted for. Thus the structural ratio for the

second stage is also left as a variable. Further, an estimate of the second stage I.p is required.

Based upon current boron and aluminum-based propellant data, and information obtained from

the Phillips Lab, an Ip of 300 seconds is used for the analysis.

Structural ratios varying from 0.065 to 0.085 (in increments of 0.005) are examined (with the

stage 2 weights varying as described above) and plots of stage 2 propellant weight versus AV for

each structural ratio are generated. The 2300 lb payload case is presented in Figure 1.8.

The horizontal line represents the MM III AV requirement. As can be seen, the curves

corresponding to structural ratios of 0.080 and above cannot meet the AV requirement regardless

of propellant weight, and the c = 0.075 case can only meet the requirement with approximately

35,000 Ibm of propellant. Since the total MM III weight above stage 1 (stages 2 and 3 combined

with payload) is 26,000 Ibm, the two-stage design second stage plus payload is limited to a weight

equal to or less than 26,000 lbs for structural integrity considerations. Therefore, even a 0.075

structural ratio is inadequate to meet the AV requirement.
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In order to determine the exact maximum structural ratio and still meet the AV requirement,

the ideal rocket equation is modified by setting AV equal to 25,194 ft/sec (the MM III AVtotal)

and solving for the second stage structural ratio, thus obtaining the following equation:

exp { 25,194+gl., ,In[c-i+(1-el)rl] } 2C2 = 1 --. , 1 1 r
I - 7r2

Substituting the appropriate values for the variables based upon a payload weight of 2300

Ibm and a stage 2 weight of 23700 Ibm (26000 Ibm - 2300 Ibm payload) yields a structural ratio of

0.06881. A similar analysis based upon a payload weight of 1500 Ibm yields a maximum structural

ratio of 0.10108 for the MM III required AV. Thus, based upon the ideal rocket equation, for the

two-stage design to be feasible, a second stage structural ratio between 0.10108 and 0.06881 must

be acheived for the 1500 - 2300 Ibm payload range. A literature review (Appendix C) reveals that

structural ratios within this range can be attained using both conventional and integrated stage

technologies.

1.6 Summary

This chapter introduces the need for an engineering design study to address the problem of

designing a two-stage ICBM to meet the Minuteman III mission. Subsequent chapters detail the

program planning, research, modeling, analysis, optimization and decision making involved with

the actual booster design. The two-stage system design is hereafter referred to as NEMESIS, for

NExt Minuteman Enhancement Systems Integration Study.
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I. The Systems Engineering Process - A Program Plan

2.1 Introduction

The transformation of an operational need into a description of system performance pa-

rameters and a preferred system configuration comes about through a process called "Systems

Engineering". Blanchard and Fabrycky (17:p24) define systems engineering as the application of

efforts necessary to

1. transform the need into a preferred configuration through the use of an iterative process of

functional analysis, synthesis, optimization, definition, design, test and evaluation.

2. integrate related technical parameters and insure compatibility of all physical, functional and

program interfaces, in a manner that optimizes the total system definition and design.

3. integrate performance, producibility, reliability, maintainability, supportability and other spe-

cialties into the total engineering effort.

Chase (24) says that systems engineering is the

"process of selecting and synthesizing the application of the appropriate scientific and
technical knowledge in order to translate system requirements into a system design,
and, subsequently, to produce the composite of equipment, skills, and techniques and
to demonstrate that they can be effectively employed as a coherent whole to achieve
some stated goal or purpose".

Hall (43) gave a structure and a methodology to these definitions that, in effect, provides a

model of systems engineering that can be used to generate a set of alternatives to meet the needs

of a particular project. His paper about a three dimensional morphology (Figure 2.1) investigates

and describes three fundamental dimensions of systems engineering:

1. A time dimension segmented by major milestone decisions. The intervals between milestones

are phases which define a coarse structure of activities in the life of a project.
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2. A problem solving procedure or series of logical steps that must be performed in each phase

of the life of a project.

3. The body of facts, models and procedures (knowledge) needed to get a problem solved.
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Figure 2.1. Hall's Morphological Box

Hall combined the first two dimensions in what he referred to as an "activity matrix" because

each element in the matrix is defined by a unique "activity" at the intersection of a time phase and

a logical step of that phase.
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The structure of this matrix and the implied sequence of activities provides a framework

within which the systems engineer can operate.

The design project described in this volume involves only the first two phases of the Hall

Activity Matrix:

"* Program Planning - defining the kinds of activities and projects that should be pursued into

more detailed levels of planning (88:p499).

"* Project Planning - distinguished from program planning by interest focused on just one project

(or set of projects) that leads to a terminal milestone decision to develop the "best" of the

alternative systems disclosed during planning (43:p150).

The object of the remainder of this study, then, is to apply Hall's systems engineering method-

ology to develop

"* a"Unified Program Plan" for the design project

"* a quantifiable set of alternative optimized designs for a 2-stage ICBM that meets the current

Minuteman III requirements

"* a measurable set of criteria upon which to base a judgement of the design alternatives with

the ultimate aim of recommending one (or more) designs for further development.

The remainder of this chapter focuses on the overall program plan.

2.2 Unified Program Plan

The program planning phase of Hall's morphological box is further defined and developed

in Hill and Warfield's paper on Unified Program Planning (UPP) (49). The form specified in the

activity matrix, specifically the seven logical steps, is used as the basic format for the UPP. Hill

and Warfield point out that the form of the plan is determined iteratively with the content. The

resulting format for this design study is as follows:
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1. Problem Definition - required for value system design and subsequent steps: defining program

scope, needs, constraints, and alterables

2. Value System Design - defining and ranking objectives in a hierarchical structure; relating

objectives to needs, constraints, and alterables; and defining a set of objective attainment

measures

3. System Synthesis - defining alternative solutions and forming a plan for evaluating them

4. System Analysis - determining consequences of alternvatives

5. Optimization - making each alternative the "best" possible within the constraints and objec-

tives of the program

6. Decision Making - selecting and implementing decision-making criteria.

Each of these areas is considered in more detail in the following sections.

2.3 Problem Definition

The main thrust of the design study is to design and estimate the performance, readiness,

and cost of a two-stage version of the MM III. Because a two-stage ICBM that will meet the system

requirements has not previously been built and tested, the basic feasibility of the concept must first

be investigated. Two basic design alternatives are possible:

1. Design using the existing MM III first stage and a new second stage - in effect, replacing the

MM Ill second and third stage with a new second stage.

2. Design a completely new missile replacement.

The project sponsor, Phillips Laboratory's Advanced Ballistic Missiles Applications Branch at

Edwards AFB, California, directed the first alternative for this design study, because of the proven

excellent performance of MM III Stage 1 during its operational life.
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The following, then, is a specific statement of the problem to be addressed in this design

study:

"Design a new second stage to replace current Minuteman III stages two and three.
Integrate this new second stage design with the existing Minuteman III stage 1 and
post-boost vehicle. Estimate the ballistic performance, alert availability, in-flight reli-
ability, and life-cycle cost of the complete system. Meet current Minuteman III range,
payload, and silo envelope requirements. Address maintainability, producability, and
supportability impacts of the new design".

2.3.1 Assessment of Scope. Initially, an outscoping is done to encompass all pertinent fac-

tors of the problem. Once the problem is sufficiently bounded, it is focused on the key factors of

the specific problem. The study is limited to the following specific areas:

"* investigate the feasibility of of a two-stage design

"* evaluate performance

"* evaluate availability/reliability

"* determine life cycle cost

"* use existing technologies or those with significant existing development

"* use material and propellant properties representative of the state of the art

"* use existing silos for basing the new missile

.3.2 System Needs. A need of the system is an attribute, condition, or parameter which is

necessary for a successful solution to the problem statement. The system-level needs are high-level

needs which tie directly to solving the stated problem: a feasibility assessment of a two-stage design

alternative to meet the current system's requirements. The needs for this design study (as defined

by the project sponsor and refined by the design group) are as follows:

1. Meet all mission performance requirements of MM III
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2. Operate in the MM III environment

3. Meet baseline availability/reliability

4. Supportability assessment

5. Producibility assessment

6. Life cycle cost analysis

These needs are tied to specific project objectives later in this chapter.

2.3.3 System Constraints. There are many constraints inherent to individual technologies

and their applications. System-level constraints are high level limits on the possible design alter-

natives. As possible solutions are analyzed in later steps, lower-level constraints become evident

and play a major role in shaping alternatives. At the system level, however, there are three key

constraints:

1. The missile must fit into an existing MM III silo.

2. Use existing MM III first stage and post-boost vehicle.

3. Investigate only solid propellant motor designs.

These constraints are further defined in terms of project objectives and specification requirements

during the system synthesis planning step.

2.3.4 System Alterables. In every design there are variable parameters and decisions which

interact to form the differences between alternative designs. These are defined as the "alterables"

of the system. The system-level alterables are made up of various technology choices, subsystem

design options, and physical characteristics that are permitted within the system constraints. The

alterables for this study are:

1. Physical Characteristics
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"* case size and shape

"• nozzle size and shape

"* subsystem weights

2. Structural design/materials

3. Nozzle type and design

4. Propellant chemistry

5. Propellant grain design (burn time, operating pressure)

The system needs, constraints and alterables form a set of criteria which bound the design

space of possible alternatives that are available to solve the problem. Determining the objectives

for a successful solution to the problem is part of value system design, the next step in the planning

process.

2.4 Value System Design

In the previous section, the basic research problem was defined in terms of specific needs,

constraints and design variables. The next step in a logical systems engineering approach is to

postulate and clarify specific "objectives" that will help resolve the problem, and to come up with

ways to measure attainment of those objectives. This logical step is referred to in the literature as

value system design (88, 49, 43).

Hill and Warfield (49) define three aspects of value system design:

0

"* defining objectives and ordering them in a hierarchical structure

"* relating the objectives to needs, constraints and design variables (alterables)

"* defining a set of measures on the objectives by which to determine the successful attainment

of those objectives.
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The focus of this section is to continue the planning phase of the systems engineering process by

translating the problem definition into a measurable hierarchy of objectives which have "value"

towards the attahianent of the ultimate goal: an optimized solution to the overall design problem.

2.4.1 Value, Objectives and the Objective "Tree". The degree to which a particular alterna-

tive is "preferred" over another alternative is a measure of its "value" (89:p69). A "value system"

provides the basis for making decisions about the relative value of a set of alternatives. Value Sys-

tem Design, therefore, will be defined to be the transformation of the properties (needs, constraints

and variables) of the design problem into a set of interacting elements which will ultimately provide

the basis for decision making.

Webster (32) defines an objective as an end sought. Hill and Warfield further define a specific

syntax for the form of an objective: infinitive verb + object word or phrase + constraints. Selection

of objectives to be pursued represents a claim (by the group devising the objectives) that the

objectives have a possible value in the context of the overall problem (89:p7O). The overall idea,

then, is to give some precision and structure to program planning by treating a subjective problem

(in terms of subjective needs, alterables and constraints) using objective methodologies.

Using Hill and Warfield's procedure for value system design as a guide, the products of the

problem definition step (needs, alterables, constraints and the interactions among them) are used

as the basis for defining program objectives and an objective hierarchy or "tree". The starting

point is simply to define an objective that is clearly contributory toward the solution of the basic

problem:

o Design a new second stage to replace Minuteman III stages 2 and 3.

As soon as one objective is defined, the process continues by considering lower and higher level

objectives related to it. A lower level objective is one that is contributory to the one that is stated

first. Higher level objectives will have to be such that the one stated first is contributory to it.
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If this process is continued until all aspects of the problem are accounted for, the result is a kind

of "tree" structure with the highest level objectives at the top and the contributory objectives

branching successively to the lowest level of the tree (Figure 2.2).

PRIMAýR-Y
OBJECTIVE

S t t t t t
LOWEST-LEVEL OBJECTIVES

Figure 2.2. Generic Objectives Tree

At the lowest level, the objectives should be directly measurable in some sense, so that the

attainment of the objectives can be stated quantitatively in terms relevant to the overall project

goal. In this way, some assessment can be made as to whether "progress" (in terms of the value

system) is being made. Using the procedure described above, a manageable set of objectives is

defined for this study.

.4-.1. Program Objectives. Thirteen program objectives were identified after careful

review and discussion of the program scope, needs, alterables and constraints. In no particular

order of priority, the objectives are:

1. To design an optimized second stage to replace Minuteman III stages 2 and 3.

2. To meet the mission performance requirements of the current system.

3. To analyze the Life Cycle Cost of the optimized design(s).
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4. To meet or improve cnrrent baseline performance in the areas of system supportability, reli-

ability and availability.

5. To define a system performance baseline.

6. To define a modeling benchmark for performance simulation.

7. To design, code and build a trajectory model (for mission performance evaluation of the

baseline and all candidate designs).

8. To accurately model the Minuteman III powered-flight trajectory as validation for the design

trajectory model.

9. To define a cost model that is appropriate for analyzing the cost of an ICBM system.

10. To identify cost drivers and all design parameters needed as inputs to the cost model.

11. To design all candidate alternatives with priority consideration given to cost, performance

and supportability.

12. To define Minuteman III availability, reliability and supportability baselines.

13. To model 2-stage design availability/reliability/supportability and to assess design perfor-

mance with respect to the baseline.

Each of these objectives was carefully stated in terms of the syntax advocated by Hill and Warfield.

Each objective was further tested to insure that it met a specific program need or fit within a

constraint. Each was evaluated to see that it either contributed to the attainment of a higher level

objective or served as an axiological statement of the top-level program "values". A final check was

made to insure that the entire scope of the program was covered by the stated objectives. Having

satisfied these considerations, the next step was to form a logical "tree" to order and organize the

objectives into a framework that could form a measurable basis for the remaining program planning

steps in the systems engineering "morphology".
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2.4.1.2 The Objectives Tree. The objectives tree (Figure 2.3) is formed from the list

provided in the previous section. Notice that at tle top level, the objectives are more general and

related to the value system defined for the project, and at the lowest level, the objectives are more

specific and measurable.

FI

Figure 2.3. Project Objectives Tree

The top level objective covers the general problem statement for the project. The second-tier

objectives (2-4) break the needs into three general categories for evaluation purposes: performance,

cost and supportability or readiness. These second-tier objectives are further broken down to third-

tier tasks, and this breakdown could conceivably continue to even more levels until all project-

related activities were specifically defined. Stopping at the third-tier level is appropriate here

because specific measures of attainment can be identified at this level. A further breakdown, while

appropriate for the execution of various activities associated with the third-tier objectives, is not

required for an understanding of program planning. What is required now is a set of measures on

the objectives by which to determine their attainment.

2.4.2 Objective Measures. Defining a set of objective measures is a key concern in program

planning. Too often, objectives are defined without thought as to how their accomplishment will

be measured. As previously stated, axiological objectives usually can be found at the top of the

objective tree. These top-level objectives serve a directing or "inspirational" purpose, but are not
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very useful for planning. The lowest-level objectives are more useful for planning, because they are

readily converted into planned, measurable activities.

An examination of Figure 2.3 provides insight into which objectives are measurable and how

they may be measured. The top-level objective is measurable only in terms of its contributory

objectives, and so the logical place to start is at the bottom.

2.4.2.1 Measures of System Performance Objectives. Objectives 5-8 and 11 all con-

tribute to the attainment of Objective 2. In order to "meet the mission performance requirements,"

then, the following must be done:

9 define a baseline of "performance"

* define a modeling scenario as a basis for an equitable comparison of the baseline with the

designed systems

9 model the system dynamics and validate the model

0 evaluate the performance of all designs (using the model)

o design all alternatives with cost, performance and supportability in mind.

Baseline performance was established through discussions with Phillips Lab personnel. For

this study, baseline performance is defined with respect to a specific scenario generated with

"POST" (Program to Optimize Simulated Trajectories), a FORTRAN program used by Phillips

Lab systems personnel (see Appendix A)(79). The final measure of baseline performance is a

specification, presented in Chapter 3.

A system model is generated using the CAD package Matrix,. The basic equations of motion

are implemented in a routine that numerically evaluates the basic equations over the booster burn

time and predicts position, velocity, acceleration, and flight path angle at the end of each stage.

The model is validated against comparable output from POST.
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The specific measure of system performance is an energy ratio which relates NEMESIS design

performance to the baseline and gives a maximum payload capability associated with a particular

design.

Design to cost, design to producibility, design for availability and design for performance are

evaluated independently and a final design matrix is used to assess the combined effect of all these

factors in the design for a particular candidate.

2.4.2.2 Measures of Cost Objectives. Objectives 9-11 all contribute to the attainment

of Objective 3. To "assess cost", the following are required:

e define an appropriate cost model

* identify all design cost drivers and design parameter inputs

e consider cost in basic design decisions.

The cost model chosen for this project is really two models: STACEM (for R& D and pro-

duction costs) and STRAMICE (for operations and support costs). Details are presented in later

chapters.

Cost drivers and required model inputs were identified during detailed discussions with

Phillips Lab personnel and by a review of documentation available with the models (18). De-

sign drivers in the form of weights and complexity factors are required as inputs.

2.4•.2.3 Measures of Readiness Objectives. Objectives 11-13 are contributory to Ob-

jective 4. To "maintain or improve performance in terms of the "ilities", the following are needed:

"* a supportability baseline

"* a model or set of criteria to judge NEMESIS performance with respect to the baseline

* consider the "ilities" during preliminary design
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The supportability baseline was determined from extensive research (67, 74, 75, 94) and

interviews with system experts. Baseline models of system availability and in-flight reliability are

developed and used as a basis to judge the performance of NEMESIS design configurations.

The overall objective tree and the related objective measures are the key outcomes from the

value system design step of the program planning phase. A framework for the design process is

now in place, and planning proceeds to the next step in Hall's morphology: system synthesis.

2.5 System Synthesis

System synthesis activities are aimed at answering the following questions:

"* What are the alternative approaches for attaining each objective?

"* How is each alternative approach described? (49:p )

The answers to these questions are usually in the form of a series of activities which form a plan

to evaluate alternative approaches for attaining the program objectives. Three major "linkages"

must be given visibility:

1. the relationship between planned activities and program objectives

2. the interaction between planned activities and program constraints

3. a measurement system relating progress on activities to the attainment of objectives.

Various techniques are available to accomplish these linkages. Hill and Warfield (49) use cross-

interaction matrices to relate attainment of objectives to accomplishment of activities. The resulting

program planning leages give an overall view of a program, relating needs, alterables, constraints,

societal sectors, agencies, objectives, objective measures, activities, and activity measures. One

figure is used to portray the overall program as planned at the end of system synthesis.
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For this project, the design team started with a synthesized program chart. However, because

of several changes in program direction and changes in sponsor personnel that occurred fairly late

in the project, the original plan underwent several significant revisions, and all the charts and

interaction matrices were not re-generated with each change in the overall plan. Instead:

"* program scope and problem definition were frozen during a teleconference with the new

sponsor management

"* measurable objectives were identified (as previously presented) to cover all program needs/constraints

"* activities associated with the objectives were identified and an exhaustive list was compiled

by each responsible design group

"* the design team, in conjunction with the sponsor and faculty advisors, tied activities to

objectives and scheduled all activities to meet the overall program plan

With this integrated set of objectives, activities, and measures linked with a detailed schedule of

all key program events, the logic step of analyzing alternatives could be undertaken.

2.6 System Analysis

The system analysis step considers all possible alternatives and evaluates the various conse-

quences. With this information, the list of all possible design solutions is reduced. The resulting

options are optimized to make their characteristics as favorable as possible before proceeding to the

decision-making step. Chapter 4 describes the various methodologies and rationale for generating

specific design options.

The scope of this study includes a description of which technologies are valid for consideration.

Within this area, the use of Integrated Stage Concept (ISC) technologies has been emphasized by

the sponsor. Therefore, the class of all possible design solutions includes ISC missile stages as

well as conventional technology stages. Within each of these categories many possibilities exist for
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further segmentation and classification. For this study, missile designs are broken into one of two

categories: ISC and conventional.

Both ISC and conventional missile categories have attractive characteristics which makes it

necessary to consider both approaches. Both conventional and ISC two-stage missile designs are

capable of satisfying the requirements of the "corporate" or "agency" policy. Here, the "agency"

is the sponsor, but in a larger sense, the "agency" is the operating command and the National

Command Authority. The sponsor is naturally interested in application of new technologies, but the

use of ISC technology must fit within the guidelines established by the Users (see Chapter 1). These

guidelines encourage any affordable solution, including more conventional approaches. Furthermore,

the higher inherent risk of relatively undemonstrated technology may outweigh any performance,

cost, or reliability advantage in the User's decision-making process.

A preliminary analysis of both the conventional and ISC two-stage design feasibility is pre-

sented in Chapter 1. Since a structural ratio of between 0.0683-0.10058. is shown to be feasible

with either approach, and since the relative costs, performance, reliability, and supportability risks

and benefits are not clear without additional analysis, both approaches are investigated in the

preliminary design phase (Chapters 3-6) of the study. The costs, risks, and benefits of each design

approach are evaluated and the results are presented in terms of the decision criteria. The specific

criteria used in this design study are presented later in this chapter.

2.7 System Optimization

Each design alternative which survives the analysis phase of the study is improved as much

as possible prior to decision making. Life cycle cost, availability, reliability, producability, and

supportability are all characteristics which are desirable to improve. However, maximizing the

utility of each of these areas is done with qualitative rather than quantitative techniques. Only

system performance can be described as a continuous, although implicit, function of design vari-
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ables. Non-linear optimization techniques are used in Chapter 5 to maximize system performance

for each design alternative.

The "best" design solution involves more than just system performance. An overall compari-

son of each design is done in terms of performance, life cycle cost, reliability/availability, and other

supportability factors. A final matrix of designs and their respective characteristics is created in

Chapter 6. The decision-making criteria developed in the following section are applied to each

design alternative to develop the conclusions and recommendations of Chapter 7.

2.8 Decision Making in Program Planning

2.8.1 Decision Making Factors. During the previous steps in program planning, measures

were defined for determining the attainment of program objectives, a set of activities and a schedule

was defined, and alternative approaches to meet the program objectives were identified and exam-

ined. What remains to be done is to decide on the criteria which will be used to select projects or

alternatives for further systems development.

Four major factors concern the decision maker in evaluating alternative projects:

1. Are the scopes of the projects consistent with "corporate" or "agency" policy?

2. What are the comparative project costs (in terms of life-cycle cost)?

3. What are the risks associated with the proposed projects?

4. What is the "worth" or benefit associated with each project?

These factors are looked at implicitly as the basic approaches to problem solution are considered in

the previous section. Now, attention is turned to the specific criteria used to guide decisions about

the value of a particular design or design approach.

2.8.2 Decision Criteria. Many ways to compare projects are discussed in the literature.

Many of these methods, however, are more appropriate to program phases where a single, scalar-
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valued criterion function can be established to combine all the major evaluation factors. Alterna-

tively, weighting criteria can be assigned to multiple factors if a clear preference for one factor over

another can be established. In this project, the sponsor is not driving a decision in terms of either

a single factor or of a weighted combination of factors. What is desired is a comparison of any and

all feasible design alternatives in terms of the three main objective criteria: mission performance,

cost and readiness.

The complex nature of decision analysis in large-scale systems projects can be attacked in

this case by taking advantage of the basic structure in the problem. An objective hierarchy has

been established which, in effect, decomposes the main problem into three coupled subproblems.

It should be possible to solve each of these problems independently and then coordinate the in-

dependent solutions to provide a single solution or set of solutions to the overall problem. The

advantages of this approach are:

"* the problem is reduced to a more manageable level

"* a division of labor is facilitated and individuals can be assigned to work on pieces of the

problem most suited to their abilities

"* weighting or importance factors can still be assigned late in the project if the relative impor-

tance of the factors changes due to some influence currently outside the controllable bound-

aries of the project.

Therefore, the decision criteria are defined in the three main areas of evaluation as follows:

1. Mission Performance Criteria (MPC)

e What is the maximum payload that the NEMESIS design alternative can carry and

still obtain an energy ratio equal to 1.0 (as determined by the output of the trajectory

model)?
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* Implication - more payload indicates a better design from a mission performance stand-

point.

2. Cost Analysis Criteria (CAC)

"* What is the Life Cycle Cost of the NEMESIS design alternative as determined by the

STACEM and STRAMICE cost models?

"* Implication - lower cost is better.

3. Readiness Criteria (RC)

"* What is the availability ratio associated with a particular NEMESIS design alternative,

as determined by the availability analysis?

"* Implication - higher availability ratio is better.

For each optimized NEMESIS design alternative, the MPC, CAC, and RC are computed, and the

results are summarized in Chapter 6. Results are presented, without prejudice, to the sponsor.

If a single NEMESIS design stands out as clearly superior in all three areas of evaluation, it

is recommended (Chapter 7) as the preferred approach. If the decision is not as clear-cut, the

sponsor's input will be sought, and a weighting approach could be considered in making a final

decision regarding the "best" alternative design(s).

2.9 Summary and a Look Ahead

This chapter presents an overall program plan to solve the main design problem. First, the

problem is defined in terms of a clear and unambiguous problem statement, a set of needs, alterables

and constraints, and a clearly bounded scope. Next, a value system design approach to defining

objectives and objective measures gives a framework to the plan. This framework is synthesized

in a set of activities, activity measures and a schedule designed to make and measure progress
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toward the attainment of the objectives. Analysis and optimization of potential design alternatives

highlights two fundamental approaches to solve the problem: conventional and integrated stage

technologies. Both approaches are deemed worthy to continue into the next program phase. Finally,

an overall approach to decision making is discussed, and criteria are established for picking the

"best" design(s).

In the chapters that follow, the logic steps of the program planning phase are repeated in

the project or preliminary design phase of the program (recall Figure 2.1). Chapter 3 presents a

definition of the problem in terms of specification requirements, as well as a value system design

methodology in terms of a set of integrated project models. Chapter 4 presents a design synthesis

and analysis methodology leading to the generation of 33 unique NEMESIS design alternatives.

Chapter 5 presents the approach to system performance optimization, and highlights the iterative,

interactive nature of the design process. Chapter 6 presents the results in terms of five optimized

design alternatives. Chapter 7 discusses conclusions, recommendations and possible follow-on work

as planning for the next (prototype development) program phase.
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III. System Requirements and Methodology

3.1 Introduction

This chapter establishes the design and performance requirements for the NEMESIS system.

It also describes the design and integration of the various computer models that are used as tools

to quantify and evaluate all system design options.

The previous chapters have presented some background and a program plan in terms of needs,

alterables, constraints and specific objectives that must be met to insure that a complete systems

approach is taken to solve this design problem. The main objective is to design a second stage

booster that, when integrated with the current MM III first stage

"* meets MM III mission performance requirements for payload delivery

"* is reliable, available, supportable and producible

"* is affordable in terms of life cycle cost

In order to transition from a program planning phase into a project planning and prelimi-

nary design phase of the systems engineering process, the objectives must be focused into design

requirements that are clear and measureable in terms of system design variables and quantifiable

performance measures.

In the previous chapter, the top level objectives were further broken down into lower level

objectives. "Meet mission performance requirements" broke down into

"* define baseline requirements

"* determine feasibility of a two-stage booster

"* model system performance

"* assess performance of each candidate design
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"Evaluate life cycle cost" was further refined to

"* develop and implement a cost model

"* generate all system design variables needed as cost model inputs

"* estimate the life cycle cost of all optimized candidate designs

And finally, "design a reliable, available, supportable and producible system" becomes

"* define baseline requirements

"* model system reliability and availability

"* establish weighting criteria for producibility and supportability assessment

"* assess performance of each candidate design

Notice that the following common themes are evident as the objectives get closer to the

bottom level:

1. A baseline must be established.

2. A model must be developed and validated against the baseline.

3. Alternatives must be generated and evaluated with the validated models.

4. The "best" alternative(s) must be identified and decisions made.

This chapter details the work that was done to address the first two "themes" listed above:

to establish a system baseline "specification" and to develop and validate the models needed to

quantitatively evaluate candidate designs against the baseline. Subsequent chapters discuss the

generation, analysis and optimization of these design alternatives.
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3.2 Problem Definition - A System Baseline

In the previous chapter, an overall program plan was established that details the various

needs, alterables, constraints and objectives for the design work and gives a clear description of

the problem to be addressed. Nlow, the task is to transform these needs, alterables, constraints,

and objectives into a working specification for the two-stage design. This specification is needed to

give a set of measurable baseline criteria upon which to make judgements about the "goodness" of

a particular design. Since the MM III system is the baseline for the proposed 2-stage NEMESIS

design, all requirements are derived from the requirements on MM III. In the sections that follow,

each of the overall program needs and constraints developed in Chapter 2 is used as a basis for a

system requirement.

3.2.1 Program Need/Constraint: Fit Into Existing Silo. Since the NEMESIS must fit

an existing Minuteman III silo and interface with current ground support equipment (GSE), the

following physical characteristics and interface requirements apply:

1. Physical Characteristics (78)

"* Maximum diameter of air vehicle - less than 12 feet

"* Maximum height of air vehicle - less than 90 feet

"* Maximum system weight - 78,000 pounds

2. Functional Interfaces

"* Vehicle - GSE communication through existing D37-D Guidance Computer

"* Existing vehicle battery power and ground power will be used

"* Ground coolant as currently provided

"* Telemetry and self-test as currently provided

"* Startup/initialization sequence unchanged
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a Safe/arm and calibration/alignment systems unchanged

3.*.. Program Need/Constraint: Use Existing MM III Stage 1 and Post-Boost Vehicle.

The success of the current MM III first stage (never remanufactured in 24 years of fielded service)

led to sponsor direction to design a system with the current MM IlI first stage as a "given". In

addition, the entire MM III "fourth stage", including the PSRE and MGS, is a "given" for this

project. In between the current Stage 1 and the current post-boost vehicle (PBV), a single stage

replacement for the current stages 2 and 3 is desired. Therefore, the following requirements apply:

1. Physical Characteristics

"* Stage 2 maximum diameter - 66 inches (to mate with current Stage 1)

"* Stage 2 minimum diameter - 52 inches (to mate with current PBV)

"* Max weight of Stage 2 and PBV - 27000 pounds - max capability of Stage 1

"* Booster system will be two stages (including current Stage 1)

2. Functional Characteristics

"* Use existing MM III MGS for guidance and control

"* Flight control modifications above Stage 2 are assumed to be exclusively software mod-

ifications

"* Staging sequence modifications above Stage 2 are assumed to be software modifications

3.2.3 Program Need/Constraint: Meet Mission Performance Requirements of MM III. The

2-stage booster design must perform the mission of the current 3-stage MM III system. Therefore,

in terms of payload (PBV) delivery requirements, the system must have

1. 8000 mile range

2. MM III accuracy (not addressed in this study)
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3. A throw-weight capability of between 1500-2300 pounds

Since the PBV is not a candidate for design change in this project, and since the PBV follows

(basically) a ballistic trajectory after the boost phase of powered flight, the real specifications for

the design project need to focus on the desired PBV dynamics at the end of boosted flight. To

know the end position of a ballistic projectile, the following are needed:

"* altitude at completion of second stage boost

"* velocity at completion of second stage boost

"* flight path angle at end of boost

"* downrange position at end of boost

"* PBV mass

Therefore, the system mission performance requirements can be appropriately re-stated in terms

of altitude, velocity, flight path angle and mass at end of Stage 2 burn. It was desireable to obtain

a measure of system performance that is not dependent on the mass of the PBV. For this purpose,

the PBV altitude and velocity can be combined into a specific energy measure where the system's

total energy at the end of boost is the sum of the system's kinetic energy and the system potential

energy:

Esotal = m(1V2 + gh)

If both sides are divided by the mass, m, the total energy per unit mass or specific energy can be

defined as

EsPeC•fC =V2 + gh

and the performance measure is no longer dependent on the mass of the vehicle above stage two.

The specific energy for the current 3-stage baseline is taken from the output of Phillips Lab's POST

3-5



simulation for a given scenario (details in Appendix A). If an energy ratio is formed as

Eratio -- Eapecific,NEMESIS
EWpecif ic,MMiIl

then the final specification for mission performance reduces to the following measures:

1. Energy ratio must be > 1.0

2. Payload capability for energy ratio > 1.0 must be greater than 1500 pounds

These measures are subject to the constraint that the flight path angle at end of Stage 2 boost

must match output of the POST simulation of the 3-stage MM III for a given payload.

3.2.4 Program Need/Constraint - Operating Environment is Similar to MM III. There are

really two distinct operating environments for an ICBM: the alert environment and the in-flight

environment.

In the alert environment, the key design drivers are the temperature, pressure and humidity

within the silo. Each bears some impact on the aging characteristics of the system (see Appendix

D for details). The design specifications for alert-status operation are (12):

1. Pressure - 16 psia (max)

2. Temperature - 45 0 F - 110OF (700 nominal used)

3. Humidity - 3-100% for temperatures < 44°F; dewpoint of 44°F used for temperatures above

44 0 F

In the flight performance environment, internal propellant burn temperatures, burn pressures

and burn times, as well as external aerodynamic heating, accelerations and vibrations drive the

system design. Parameters such as motor case size and thickness, insulation thickness and the

operation of guidance, flight control and staging electronics are all dependent on the expected in-

flight environment. In addition, the requirement to fly through and survive post-nuclear blast debris
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drives the design of case external protective materials.. For this project, the following characteristics

bound the primary internal and external environment parameters:

1. Max internal burn pressure - 1800 psi

2. Aerodynamic heating - 260°F maximum

3. Max longitudinal accelleration - 18 g's (12)

4. Nuclear debris - see Table C.9, Appendix C

3.2.5 Need/Constraint: Meet Baseline Reliability/Availability. The baseline system has

maintained a very impressive alert availability and in-flight reliability record over its system life

(see Appendix D for details). The goal in the current research is to maintain that record and, if

possible, to identify areas for potential improvement. Therefore, in terms of specification goals:

1. Use solid propellants to meet 24-hour, no-notice alert availability

2. Meet the baseline 3-stage alert availability model prediction

3. Meet the baseline 3-stage in-flight reliability model prediction

4. Meet or exceed the baseline 17-year motor design life

5. Use current Minuteman maintenance concept

3.2.6 Need/Constraint: Assess Impact of Design on Other Supportability Elements . An

overall system design must address other Integrated Logistics Support (ILS) program elements

such as field support and test equipment requirements, maintenance manhours, number of parts,

number of spares required, etc. Though a full-blown ILS analysis is beyond the scope of this

project (Chapter 2), a qualitative assessment of each candidate design will be made as to whether

the design is supportable in comparison to the baseline.
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3.2.7 Need/Constraint: Producibility Assessment. One of the key features of a design that

contributes to its attractiveness and affordability is whether or not the design can be built within

the current state of the art in manufacturing and materials. For this project, technologies and

manufacturing techniques will be considered only if the development schedules for the candidates

would make them available now or within a time frame that would support the next MM III

remanufacture cycle.

3.2.8 Need/Constraint: Life Cycle Cost Analysis. Each design will be examined with cost

reduction as a primary concern. Reducing weight by judicious design and/or elimination of parts,

improving supportability by reducing maintenance manhours, and streamlining manufacture of

system components are a few examples of areas that can lead to an overall life cycle cost savings.

A life-cycle cost analysis will be made on each candidate design, and the cost will be considered

with mission performance, availability, supportability and producability in identifying the "best"

system option(s).

With the baseline requirements identified, attention can now be given to the design method-

ology to be used to synthesize and analyze design alternatives.

3.3 Design Synthesis and Assessment - An Overview of the Modeling Process

All the attention to this point has been aimed at understanding the background and moti-

vation for the current work, and at clearly defining and scoping the problem in terms of objectives

and specification requirements. Now, the focus turns to the methodology to be used to synthesize

and evaluate design alternatives.

System "synthesis" is primarily concerned with the answers to three questions (89:p73):

1. What are the alternative approaches for attaining each objective?

2. How is each alternative described?
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3. How is the attainment of objectives measured?

Synthesis, then, implies a linkage between the design objectives and the design alternatives. Linking

the objectives, activities to accomplish the objectives, objective measures and activity measures to

design alternatives is accomplished by the development, use and analysis of information obtained

from a series of integrated project element models. It is the goal of this section to give an overview of

the modeling process, and to show how each model is used (singly and in a systems sense) to generate

and synthesize system design alternatives that can be tested against the baseline requirements.

In previous sections, the design performance criteria were presented. These criteria can be

summarized in the following questions:

"* Does the design meet performance requirements for specific energy and payload carrying

capability while functioning in the required dynamic environment?

"* Does the design meet baseline requirements for alert availability and in-flight reliability?

"* Is the design supportable and producible?

"* What is the life cycle cost of the design alternative?

In order to answer these questions, the integration team designed, coded, and tested several

integrated computer models. These models are created from scratch in some cases. In other cases,

existing code is exploited for this application. Each of these models is discussed in detail in the

appropriate appendix. It is the intent here to discuss the goals and purposes of each model, to

show how the models interact, and to show how, in total, they contribute to the overall system

design process and help answer the questions posed above.

3.3.1 The Propulsion Model. The propulsion performance model is the starting point for

estimating the performance of the given stage configuration. The choice of propellant, propulsion

technologies, and physical characteristics for the propulsion model yield chamber pressure, chamber
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temperature, and stage component weight estimates for the structural model. Some of the weight

estimates are provided by the AIDE-11 program provided by Aerojet. Thrust and mass flow time

histories are generated for use by the trajectory simulation.

The propulsion model is shown schematically in Figure 3.1. The choice of propulsion tech-

nology is a key factor in determining the performance of a missile (stage). Recent developments in

Integrated Stage Concept (ISC) technologies make an ISC stage possible. More conventional mis-

sile technologies are also considered. The propellant to be used is an important design parameter,

and it is linked to the choice of ISC or conventional technologies. Boron-based propellant is neces-

sary for ISC stages while an aluminum-based propellant is suitable for conventional missile stages.

Other inputs may include the nozzle throat and exit areas, chamber pressure, mass of propellant,

and key grain design parameters. Which of these parameters are necessarily chosen is dependent

on the choice of grain design. The generation of a viable grain design becomes a primary issue in

designing a stage to meet the given mission.

'~~~~-----o.------_o• - •
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Figure 3.1. Propulsion Performance Model
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Outputs of the model include the physical dimensions of the grain size and the grain design.

The chamber pressure may be an output, again depending on the grain design chosen. In either

case, the outputs are provided to the structural model.

3.3.2 The Structures, Thermal and Materials (STM) Models

3.3.2.1 The Case Structural Model. The Structures, Thermal and Materials (STM)

group had the responsibility to design a solid booster case, an internal case insulation and liner, and

an external protective material (EPM) to shield the case in its expected operating environment.

Filament-wound composite materials are chosen for second stage motor case design (see Ap-

pendix C). The method used to determine composite thickness for the integrated second stage is

called netting analysis, which is a simplified procedure used mainly to estimate fiber stress in a

cylindrical vessel subject to internal pressures (directly applicable for cylindrical ICBM case design).

The netting analysis procedure adapted for this study

* determines a minimum thickness to withstand the internal pressure loads determined in the

propulsion model for a particular motor grain design,

* examines the buckling criteria and other principal normal stresses to ensure that the pressure

vessel does not collapse under a given load,

e calculates case volume based on the geometric properties of the design generated in the first

two steps.

Similar calculations are used to design a conical-shape case, except that the filament wind-

angle is optimized for each of the three sections of the conical body: aft dome (conventional design

only), barrel and forward dome. Again, minimum thickness, buckling criteria and case volume are

the outputs used in the other system element models.
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3.3.2.2 Insulation/Protection Design - The Thermal Model. Internal insulation must

protect the case from the high temperature of combustion that develops during missile flight. The

location of the insulation (between the case and the propellant) allows it to act as a heat sink. The

insulation must absorb enough heat such that the case wall temperature stays below a specified

limit (135 0 C) that is a function of the case material properties. Two very different propellants are

considered in this project:

"* boron propellants for integrated stage designs which burn at 2895 0C

"* aluminum propellants for conventional stage designs which burn at 3264 0C

The thickness of the insulation depends on both the burn temperature and the exposure time or

burn time of the propellant in the motor. The burn time varies with a particular grain design.

External Protective Material (EPM) is needed for two reasons:

1. The ICBM is required to fly (at very high velocities) through and survive post-nuclear blast

debris.

2. Aerodynamic heating effects raise the external skin temperature to a maximum of 2600C

(and, again, 135 0C is the permissible limit for the case material).

In order to determine the required thickness of the internal case insulation and the external

protective material for a variety of motor grain designs, a computer model is needed. Using a finite

difference approximation of the general heat diffusion equations, a FORTRAN model is developed.

The model inputs are thermal conductivity, specific heat, density and thickness for the EPM, case

and internal insulation materials. The outputs are the temperatures at several points within each

of the three (EPM, case, insulation) materials, and the temperatures at each interface as functions

of time. EPM and insulation thicknesses are adjusted iteratively until the temperature at the inner

and outer case walls stays below 135 0 C through second stage burnout.
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Note that the motor liner, which primarily provides a bonding surface between the solid

propellant and the insulation, is not included in the thermal calculations. Therefore, any potential

thermal benefit that the liner might provide is not accounted for in this model.

3.3.2.3 Weight Estimation. A model to estimate the weights of the EPM, case, liner

and internal insulation is needed to supply information to the trajectory and cost models. Using

material thicknesses and densities, propellant grain burn properties, and bounded missile dimen-

sions as inputs, the weight model provides case, EPM, liner and internal insulation weights. The

weights are used in the trajectory model to calculate structural ratios, and in the cost model as a

primary cost driver.

Figure 3.2 is a schematic representation of the entire structural model.

3.3.3 The Trajectory Model. The Trajectory/Performance Simulation (TPS) is developed

as a tool for defining the MM III performance requirements and for evaluating the flight vehicle

performance of the various 2-stage designs. Simplifying assumptions are incorporated into the TPS

to attain reasonably accurate results while maintaining an appropriate level of complexity relative

to the other models used in this design study. The TPS (Figure reftpsfig) is composed of 4 main

sections: an atmosphere and gravity model, a drag model, a thrust model, and a fourth-order

Runge-Kutta differential equation integration algorithm for solution of the gravity turn equations

of motion.

3.3.3.1 The Atmosphere, Gravity and Drag Models. The atmospheric model used

for the TPS is the ARDC Model Atmosphere developed in 1959 (10). The parameters used in

the model are the speed of sound, atmospheric pressure, and atmospheric density, all functions of

altitude. The atmosphere model was used solely for the purpose of calculating drag (a function of

Mach number and density) and MM III stage 1 thrust (a function of ambient pressure). No wind

or air turbulence was included.
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The earth's gravitational attraction was modeled with the following equation:

g(H) = g. ReH

No oblate earth effects are included in the gravity model.

The drag model is based upon a simplified version of the drag model used by the Phillips Lab

simulation. Since a gravity turn trajectory is being simulated, zero angle of attack is maintained

throughout the flight, thus modeling drag due to lift is unnecessary. The drag coefficient, CDO, as

a function of Mach number, is obtained directly from the POST (Appendix A) simulation.

3.3.3.2 The Thrust Model . Missile thrust calculation is handled in two different

ways. First, for the MMIII and Stage 1 of the 2-stage design, the thrust is calculated using the

assumptions of constant mass flow rate, exit pressure, and specific impulse. Appendix A shows

that these assumptions are appropriate. For the 2nd stage of the 2-stage design, a more accurate

method for modeling thrust and mass flow rate is used. Actual time histories of the thrust and

mass flow rates are generated for a particular grain design and input directly into the simulation

as thrust and mass flow rate tables.

3.3.3.3 Numerical Integration . A fourth order Runge-Kutta numerical integration

algorithm is implemented to integrate the time derivatives of velocity, flight path angle, altitude,

downrange position, and missile mass. Initial conditions are obtained from the program VERT

(discussed in Appendix A) for each of the state variables (except for flight path angle). The initial

value for the flight path angle is iterated until the target flight path angle is obtained. Data from

the drag, atmosphere, and thrust (where appropriate) tables are then read into memory along with

the values for all system weights and simulation constants.
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3.3.3.4 Performance Measures . In order to determine whether the 2- stage design

meets the MM III max range requirement, an appropriate quantitative performance measure must

be defined. Also, since the TPS is restricted to simulate the powered flight phase alone, the per-

formance measure must be defined within that flight phase. Various approaches were considered in

defining a proper performance measure. Of these approaches, matching the burnout state provides

the best measure of performance. The total energy of the payload at MM III stage 3 burnout for

the maximum range trajectory was adopted as the performance measure for the 2-stage design.

This parameter is adequate as long as the PBV weights remain equal for the MM III and the

2-stage design. In order to compare performance with different PBV masses, the specific energy is

used. Note that the specific energy of the MM III is assumed to be the same for all PBV weights.

This means that the energy ratio figure is mission dependent. However if only small differences in

payload are assumed, this measure should be a solid measure for the purposes of this study.

3.3.4 System Readiness Model. In the system design or development environment, infor-

mation regarding the reliability and maintainability of various alternatives is likely to be imperfect.

Therefore, a simulation model is needed so that different values can be included without difficulty,

and sensitivity analysis can be performed to determine how parameter changes impact simulated

system performance.

There are really two types of "readiness" to evaluate with an ICBM:

"* strategic alert availability

"* in-flight reliability

As a missile stands alert in a silo for years at a time, there are certain components that fail due

to stress or environmental conditions (guidance electronics, flight control electronics, batteries,

payload components, case coatings), while other components fail due simply to aging (propellants,

ordnance, liners). On the other hand, when the system is called upon to perform its mission,
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the stresses it must withstand and the environment in which it operates are totally different. In

addition, there is no way to repair an ICBM once it is launched. Therefore, an "availability" model

must capture and evaluate performance under alert conditions, while an "in-flight reliability" model

must capture mission reliability.

The system readiness "model" for this project, then, is really four distinct models:

"* a 3-stage baseline alert availability model

"* a 3-stage baseline in-flight reliability model

"* a 2-stage alert availability model

"* a 2-stage in-flight reliability model

Each model treats the system measure of merit (availability or reliability) as a series combination

cf subsystems. A series configuration was chosen because all equipment must function for the

system to be considered available (alert status) or for the system to adequately perform its mission

(in-flight reliability). Each design group supplies failure rates and associated uncertainty as inputs

to the model.

The failure and repair mechanisms associated with each model element are modeled mathe-

matically using appropriate probability distributions. Age-related failure phenomena are modeled

using Weibull distributions. Random field or flight failures are handled with exponential models.

Repair times are modeled as a constant 100 hours for guidance and 75 hours for reentry system

elements and as a constant 7 days for all downstage equipment, based on past MM III experience

(77, 26).

Markov processes (see Appendix D) are used to model the availability of each subsystem

element. The system "availability" is then calculated as the product of all individual element avail-

abilities (series model). In-flight reliability is calculated by determining a system reliability baseline

and allocating reliabilities to untested new technologies (such as liners, boron propellants and hot
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gas valves) such that the system requirement (as determined by the baseline) is met. The reliabil-

ity and availability assessments, together with a qualitative assessment of other Integrated Logistic

Support (ILS) factors, are then given consideration with system cost and mission performance to

pick the best overall system design.

3.3.5 Cost Model. Life-cycle costs (LCC) are total estimated expenditures for a system,

from "cradle to grave". In life-cycle costing (LCC), major factors are predictable factors that

influence program costs. These could be process oriented (capital, labor, material, management),

product oriented (the product itself, performance characteristics, operational use, support) and

environmental/programmatic (competition, funding, type of contract, schedule) (71). Cost drivers

are a means of quantifying major factors. They capture the influence of one or more factors on

program costs. Cost modeling is a method for deriving life-cycle costs through quantitative or

qualitative means, or some combination of the two.

A cost model is the end result of cost modeling. The purpose is to provide cost estimates

over a relevant range, given established constraints and underlying assumptions. Generally, these

models take the form of a dependent variable (cost) and one or more independent variables (cost

drivers).

No existing model completely characterizes solid rocket booster cost in terms of the total life

cycle, therefore two models are chosen for this projet. One model, called STACEM, to evaluate

DDT&E and production costs, and another, STRAMICE, to cover O&S costs.

3.3.5.1 STACEM . The (Solid Technology Assessment and Cost Evaluation Model)

(STACEM) is a cost model software package developed by Booz-Allen & Hamilton Incorporated,

under government contract. It is a general purpose cost model designed to provide the solid

propulsion (as opposed to liquid fuel motors) industry and Government organizations with a reliable

tool which can conduct a broad range of life-cycle cost analyses for solid rocket boosters (SRBs)
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(18:Vol 1). Its purpose is to provide the user with ". . a tool for quickly evaluating diverse solid

propulsion systems, configurations, and life cycle scenarios" (18:Vol 1).

Structure. The model divides the missile life-cycle into five phases, providing a detailed

work breakdown structure for each of these phases. The five phases are (1) solid rocket booster

production, (2) launch and support, (3) post-launch recovery, (4) refurbishment, and (5) design,

development, test and evaluation (DDT&E). Based on these descriptions, the first and fifth phases

are the only ones relevant to the NEMESIS project. Cost drivers are supplied to the model in the

form of weights and complexity factors. A complete listing of the required weights and factors is

presented in Chapter 4.

3.3.5.2 STRA MICE. A review of STACEM documentation, reveals that the model is

not useful for estimating the operating and support (O&S) costs of the alternative booster designs.

Specifically, with respect to the O&S portion of the booster life-cycle, the STACEM database

included only space launch vehicle cost figures. Since support facilities and operations for space

boosters greatly differ from those of silo-based ICBMs, the reliability of a STACEM generated

ICBM O&S cost estimate is questionable for this study.

The search to find a suitable approach to the O&S portion of the estimate led to the Strategic

Missile Cost Estimating (STRAMICE) model in AFR 173-13, Cost Analysis (3 1:ppl 2 8-13 1). Since

the last printing of STRAMICE, only one new ICBM program has been introduced and seriously

considered for acquisition by the Air Furce: Small ICBM, or "Midgetman." The June 1991 O&S

cost report for that program discussed a STRAMICE derivative as the basis for the resulting

estimate (33). The STRAMICE shell can be quite useful in estimating Minuteman-related O&S

costs, provided the cost factors are updated to reflect current conditions.

To make the original STRAMICE model useful for this O&S estimating purpose, three types

of adjustments were needed. The first type of adjustment involved updating cost factor inputs

for inflation and current pay scales. The second type of alteration addressed the model inputs
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for manpower requirements. Specifically, in the example that accompanied the original model,

the recommended manning inputs were based on a force of fifty Minuteman ICBMs (3 1:p1 3 0 ).

Therefore, the STRAMICE model was updated for manning inputs for a 500 missile fleet. The third

and final type of change incorporated in the model were adjustments to the original STRAMICE

algorithms where it was believed estimating accuracy could be improved. Through review of the

Small ICBM O&S estimate, some approaches were identified and adopted that were simple, yet

more representative of current conditions. Since the original STRAMICE factors are outdated and

the source cannot be identified, the estimates from the updated model should be more accurate

and credible.

For all practical purposes, the 2nd stage booster designs may be considered Minuteman

III upgrades, or modifications. One can expect to find many similarities between the current

Minuteman III program and the proposed designs with respect to operations and support. In fact,

outside of minor changes, most support equipment, facilities, and manpower requirements should

remain constant. As such, analogous system estimating techniques are justified. Since the example

that accompanied STRAMICE indicates the model was developed around the Minuteman program,

this model should support analogous estimating procedures (31:ppl28-131).

3.4 Model Integration

The models discussed in the previous sections are all designed with a systems approach so that

each modeled facet of the design (propulsion, structures, trajectory, readiness and cost) benefits

from information provided by the other models. In the same way, each model contributes something

to the other models in terms of required inputs or feedback. This total system integration of all

the element models signals the culmination of the system synthesis step in the systems' engineering

"project design" phase. With this system model as a tool, a large number of potential designs can

be generated, analyzed and optimized.
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Figure 3.4 is a schematic representation of the integrated "system model". To understand

how this model is actually implemented, a sample scenario and flow of a typical design is presented

here.

3.4.1 Design Process Flow

1. Candidate technologies and materials are chosen by the propulsion, structures, and thermal

designers. Candidates are chosen based on expected performance, cost, supportability, and

producability criteria established within each area of expertise in the context of the overall

system requirements.

2. The propulsion motor design provides

"* thrust and mass flow profiles and burn times for the trajectory model,

"* grain length, burn time, burn pressure, and grain pattern burn history data for the

case/structure and thermal models,

"* weights, Ip, average thrust, propellant mass and propellant density for the cost model,

and

"* service life estimates and variance of estimated parameters for the readiness model.

3. Using inputs from the propulsion model, the structures/materials model generates case, liner,

EPM and insulation designs, and these are provided as

"* weights to the trajectory and cost models, and

"* service life estimates and variances for the readiness model.

4. A trajectory analysis is done and max payload, energy ratio and max acceleration are fed,

through an optimization routine (see Chapter V), back to the propulsion group for refinement,

and the process starts again at step 1.
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5. An availability/in-flight reliability analysis is done for each model element and for the entire

system, and this information is fed back to each design group to incorporate in subsequent

iterations.

6. A cost analysis of the candidate designs is done only after each main configuration has been

optimized in terms of performance. Non-performing designs are not costed.

This process is applied to all design configurations, and the results are presented in the next

chapter which discusses the iterative DESIGN-ANALYSIS-SYNTHESIS process that forms the

core of systems engineering.
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IV. Generation of Design Options

4.1 Introduction

The design study involves the replacement of the 2nd and 3rd stages of the current Minuteman

III ICBM with a new 2nd stage. This new stage is required to provide as much performance as

the two existing stages, within the constraints placed on the project. Through discussions with

the project sponsor, Phillips Laboratory, it was determined that significant development work in

the laboratories and the major missile contractors involves the Integrated Stage Concept (ISC).

Various studies have been performed that analyze the performance and cost benefits of integrated

stage technologies (56, 7). Since the lab advocates an integrated stage approach to the problem, the

project work initially focused on this approach. However, although the integrated stage concept

showed promise as a potential solution to the problem, it was decided that more conventional

technologies should also be evaluated.

4.2 Booster Technology

4.2.1 Integrated Stage Concept (ISC). The integrated stage concept is a "new" look at how

boosters for ICBM's are designed. ISC has been pursued in the solid rocket industry for the last

15 to 20 years (95), however only recently have advances in materials and techniques allowed the

concept to be considered feasible for incorporation into a system design. There are four technologies

that make up the integrated stage concept:

1. Full Diameter Joint and Reverse Dome - Consists of nested reverse dome closure that

must withstand buckling pressure and operate as a nozzle exit cone and attach at the full diameter

of the chamber. Significantly reduces the interstage requirements since the nozzle does not extend

to the lower stage. The nozzle exit area is maximized to the outside diameter of the stage.

2. Hot Gas Valve (HGV) - A gas bleed valve (used to provide thrust vector control) that opens

to bleed exhaust from the burning propellant and inject it into the nozzle cone to effectively deflect
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the exhaust, providing control of the vehicle. The HGV requires no additional liquid propellant

to be carried for the TVC, but instead uses the hot gas generated by the burning propellant from

the motor chamber. The valves are a simplified, lightweight design that are commanded by the

guidance computer.

3. Forced Deflection Nozzle - A multi-discrete throat nozzle used to efficiently turn and

expand chamber gases in a relatively short distance. Propellant chamber gases are radially directed

into the exit cone contour, which facilitates turning the flow back to a condition parallel to the

nozzle exit. Keeping the flow parallel at the nozzle exit maintains high thrust efficiencies. A short

nozzle is highly desirable to keep the overall stage length to a minimum and to maximize the

amount of propellant carried in the stage.

4. Clean Low Oxidizing Fuel (CLO) - A propellant, using boron as a fuel, that eliminates

solid exhaust particles in the chamber and throat. The clean exhaust is required to keep the HGV

from being clogged as they open and close. Boron propellants, although they have a slightly lower

I.P than standard aluminum propellants, provide for reduced two-phase losses (see Appendix B).

Thus, the use of boron propellants results in improved motor delivered Ip when compared to the

use of aluminum propellants (7).

The design options that are possible with the technologies associated with the integrated

stage concept were investigated first. The basic design of the booster stage is established by the

use of the integrated stage, the full open case with a forced-deflection nozzle using boron as the

propellant and hot gas valves for thrust vector control. The use of ISC is a "total package": all

the components are required for the stage design. Substituting aluminum propellant for the boron

is ruled out because of the lower performance, erosion, and impact on the hot gas valve design.

Aluminum is a much "dirtier" fuel (more solid exhaust particles) and would tend to clog the hot

gas valves and erode the forced-deflection nozzle throats. A conventional gimballed nozzle cannot

be fully submerged into a case, and a submerged forced-deflection nozzle cannot be gimballed.
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The only structural option within this design approach was the choice of a conical stage versus

a constant diameter cylindrical stage. The conical stage basically eliminates the interstage and the

weight associated at each end, but a penalty is incurred with a longer case. The constant diameter

case is easier to manufacture and is shorter (in comparison), but requires a fairly heavy interstage

to connect to the post boost vehicle. The throat size and grain design parameters are the design

variables which determine a motor design's performance characteristics. Different combinations of

these variables are evaluated (8 for each design choice: conical ISC and cylindrical ISC) to model

their effect on performance and to completely explore the design space.

4.2.2 Conventional Technology. It was also determined that a conventional stage design

(utilizing technologies developed for the Small ICBM and Peacekeeper programs) will be evaluated.

The more "proven" technology would lower the development risk and could lower cost. An initial

determination was made that the nozzle should be a "flexseal design" with an actuator to gimbal

the nozzle for thrust vectoring. This represents the "state of the art" technology applied within

the SICBM program and carries a "reasonable" weight penalty. The latest maximum performance

aluminum propellant available was chosen for the conventional stage design.

Again, the preliminary decisions narrowed the basic conventional design configuration choices

to two: conical versus cylindrical. Preliminary analysis indicated that the overall design for either

choice was feasible, although only at payload options that are lighter than the current MM III

multiple warhead payload. The throat size and grain design parameters are the design variables

which determine a motor design's performance characteristics. Different combinations of these

variables are evaluated (8 for each design choice: conical and cylindrical) to model their effect

on performance and to explore the design space. An additional configuration analyzed is a small

diameter (52 inch) booster with only one throat size and grain design. The smaller diameter will

reduce the interstage requirements at the PBV, while keeping the interstage requirements to the

MM III first stage constant.
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4.2.3 Grain Design. A major area of the total system design that needs to be carefully and

extensively investigated is the design of the propellant grain. Since the propellant choices are known

(boron or aluminum), the burn rate and specific impulse associated with each type of propellant

are known values from previous testing (6) (see Appendix B). The problem reduces to determining

a grain design that provides the necessary specific impulse within the system constraints on burn

time, combustion pressure, and dynamics. The use of hot gas valves for ISC designs restricts the

burn time to less than 80 seconds (to keep the development risk low for the valves) (14, 80). The

initial design approach was to use a star pattern design for a neutral burn with constant thrust

(13). This approach simplifies the trajectory model and is common in booster design. The case is

then designed to withstand the maximum burn pressure (constant for a neutral grain design), and

makes best use of the structural weight. Unfortunately, with such a relatively light payload, the

maximum constant thrust is limited to approximately 55,000 pounds (to keep the maximum g's

that the payload would encounter within specification). This requires that the burn time be long

(at least 115 seconds) in order to deliver the necessary total specific impulse at the thrust level

allowed. Additionally, the physical constraint of a 66 inch diameter case limits the burn rate to

an unacceptably low rate that could not provide adequate thrust (see Appendix B for details). To

summarize, neutral star patterns are unable to meet mission requirements and constraints.

Another possible approach is an end-burning grain that provides long burn times at low

thrust levels and a neutral thrust profile. An end burner allows for nearly complete burning of the

propellant carried by the booster. Such a design was limited to a burn area of 3200 square inches

(64 inch inside case diameter). This type of design proved impractical since the resulting burn times

are over 2 minutes. In addition to exceeding the burn time constraint for the HGV's, long burn

times are undesirable for other reasons. In the end burner, longer burn times mean much more

internal insulation is required, increasing weight and decreasing volume available for propellant.

Also, the longer the stage burns, the more gravity acts to decrease performance.
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A modification of the end burner was attempted with the initial surface area increased sub-

stantially, resulting in a regressive burn profile. The thrust level started high and then decreased

as the burn progressed (see Appendix B). This approach showed initial promise because the large

mass results in low g's initially and the lower thrust at the end does not impart high accelerations

on the payload. Analysis proved that the burn area decreases substantially early in the flight and

quickly levels off at a very low thrust level. The resulting burn time again exceeded 2 minutes.

A slotted grain design, similar to the MM III 2nd stage six-slot design, is considered which can

produce a regressive burn. Configurations with 3 to 8 slots are also evaluated, however, modeling

of this pattern shows their thrust drops off quickly (see Appendix B). The total impulse delivered

is not sufacient to meet mission requirements.

In an attempt to improve on the multi-slot design another grain design is evaluated that can

best be described as a long slot with a central circle, or slotted tube. It is essentially the same as the

other slotted designs but with only two, colinear slots (Figure B.7). This design is regressive, but

starts at a high thrust level and the thrust does not decrease as rapidly as with the end-burner or

multi-slot designs. This design also provides flexibility in the dimensions of slot length and width,

which are used to effectively tailor the burn profile to match desired performance. This approach

proved to be very successful in providing the required specific impulse. An additional benefit of this

approach is that virtually all fuel is burned. The slotted grain design, then, is the design of choice

with both the boron and aluminum propellants, as well as for the conical and cylindrical-shaped

stage options.

4.3 Design For Costs

With the basic design for the second stage bounded by the grain design considerations dis-

cussed in the previous section, an important issue is the life cycle cost associated with each design.

Because defense funding is limited and today's weapons system programs span many years at bil-
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lions of dollars, estimates of life cycle costs are necessary to determine the amount and type of

equipment the Air Force can procure to fill a given mission need. The Department of Defense has

shifted the focus for costing a system away from just considering the design, development and pro-

curement costs to the entire costs for a program during its lifetime, the "cradle to grave" expenses.

These costs include

"... all expenses for [system] research and development, production, modification,
transportation, introduction of the item into the inventory, new facilities, operation,
support, maintenance, disposal, and any other costs of ownership, less any salvage
revenue at the end of its lifetime" (92).

For cost analysis purposes, the bulk of these costs are generally grouped into three broader cate-

gories: research and development, investment, and operations and support.

By themselves, life-cycle cost estimates do not identify the optimal solutions. They are

certainly a driving force in the defense acquisition process. To produce a complete research package

that facilitates comparison of alternate designs and assessment of program cost feasibility, Phillips

Laboratory requires life-cycle cost estimates for the second stage booster designs under review (59).

4.3.1 Design Considerations - DDT&E and Production. Major factors that traditionally

affect total expendable booster program cost (in decreasing order of impact) include characteristics

of the booster case, the thrust vector control system, the nozzle, the propellant, and the insulation

(23, 81). Several cost drivers are generally used to quantitatively address these major factors.

Those identified in the Low Cost Solid Propulsion Study (23) are listed below:

The cost drivers noted above are relevant to the designs being considered (23, 18). The

design process is geared to minimizing the weight in each area in the attempt to keep the cost

to a minimum. From a literature review and other qualitative assessment (e.g. phone survey

with Ballistic Missile Organization cost experts), it was determined that no "new technologies" are

incorporated in the designs (23, 18). The concepts used in the designs are not revolutionary; they
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Factor Cost Drivers

Booster Case Method of Manufacture
MEOP or PV/W

Thrust Vector Control Nozzle Design
Horsepower (movable nozzle)

Total side impulse (fixed nozzle)
Nozzle Submergence

Manufacturability
Propellant Specific Impulse

Burn Rate
Processing Method

Insulation Thickness requirement
Method of fabrication
Method of assembly

Table 4.1. Cost Drivers

are extensions of existing technologies. As such, complexity factors would adequately capture the

effects of the technologies employed. No additional cost drivers are necessary to capture the effects

of technology on cost.

4.3.1.1 STACEM Input Variables. STACEM (see Chapter 3) documentation was re-

viewed and it was determined that the cost drivers for the 2-stage booster design are adequately

addressed by the model. Values for the STACEM input variables are obtained from a variety of

sources. The solid rocket booster (SRB) specific inputs are from the 2-stage design configurations.

4.3.1.2 Component Weights. Weight values for the following items are required by

STACEM and are provided for each design:

"* Electrical and Instrumentation

"* Separation Systems

"* Structures

"* Flight Recovery

"* Ignition

"* Liner

"* Nozzle

"* Propellant

"* Thrust Vector Control/Thrust Vector Actuator

"* Insulation

"* Case

4-7



* Booster Recovery (inert)

Some of the weight inputs are assumed constant between all of the designs. They incorporate

some existing MM III components and actual MM III data is used for the weights. The specific

booster components assumed constant are electrical & instrumentation, separation systems, and

"structures" weights (which includes stage connecting rings, fasteners, raceway cover, etc.) and

ignition. Since ICBMs are expendable, a value of zero is assigned to the flight recovery and booster

recovery variables. The remaining components are design dependent, and are determined through

trade-off analysis and optimization techniques.

Nozzle. The forced-deflection nozzle is a complex design due to the loading and temperature

requirements it must withstand. It represents a high risk, large development cost impact to the ISC

designs. The benefit of the complete submergence of the nozzle into the case is the elimination of

the interstage weight and the associated costs. The conventional bell shaped nozzle is well proven,

efficient design. The large area which extends beyond the case must be covered by an interstage

and is a weight penalty.

Propellant. Using boron propellant represents a trade-off in higher initial acquisition costs

versus increased performance of aluminum propellants. The weights associated with each are the

same since the designs maximized the amount of propellant carried, by weight.

TVC/TVA. With the emerging technology of the hot gas valves, the weight required to vector

the thrust can be significantly reduced. The valves are relatively lightweight and simple in operation

versus the gimballed nozzle for the same vectoring requirements. The overall simplicity of the valves

provides higher reliability and fewer maintenance requirements. The actuated gimballed nozzle is

also considered for its lower development risk and proven capability.

Insulation. Design work attempted to minimize the insulation weight for each design alter-

native. The higher operating temperature of the boron propellants does require a thicker layer of

insulation than the conventional designs.

Case Design. The case design considers materials that meet the required performance in

the operating envelope of the missile and that give the lightest case. The case is designed to

withstand the maximum expected operating pressure (MEOP) with the lightest case possible.

Composite materials are not new to booster design (SICBM, Peacekeeper), and provide a significant
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weight reduction over the metal cases used in the current MM III 1st stage. Minimizing the motor

operating pressure has a direct impact on the case thickness and resulting case weight. Highly

exotic materials that could prove even lighter are not considered due to their high performance risk

and correspondingly high acquisition costs.

4.3.2 Complezity Factors. Complexity factors ara a means of differentiating among design

alternatives and the development required of the technology involved. A review of the designs

determined the necessary inputs for the complexity factors. The values assigned are based on

surveys of contractors experienced in developing solid rocket motor design technologies and the

documentation available for review. A limit was placed on the choice of complexity factors to

the following definitions: 0.6 corresponds to follow-on, existing (off-the-shelf) technologies, 0.9

equates to "related" or "similar"technologies, and a value of 1.0 represents entirely new programs

or technologies. The preliminary nature of the designs did not warrant a finer breakdown of the

complexity factors, although the cost models accept a range of values from 0.4 to 1.0.

Case Design. The complexity factor is a 0.6 for all the designs. The use of composite

materials is considered common in booster design (for example MM III, SICBM and Peacekeeper

all use composites). The integrated stage requires the full open case, which is easier to manufacture

since there is no aft dome to wind (65).

TVC/TVA. Significant development is expected in all the designs for this factor. The hot gas

valves for integrated stage are entirely new, and a complexity factor of 1.0 is required. Development

work to date has only been performed in the labs and on smaller systems (40). The conventional

stage designs use an actuator and flexseal which must be developed for this application, justifiying

a 0.9 complexity factor. Actuators are used on the upper stages of the Peacekeper and SICBM,

but the stages are smaller than the proposed designs (6).

Nozzle. The nozzle for the integrated stage is a new technology that requires considerable

additional development, and a factor of 1.0 is used. The conventional nozzle and its flexseal will

have to be uniquely designed for this stage, but can build on existing nozzle programs, justifying a

factor of 0.9.

Propellant. The boron prope'onts have not been used in a booster design of this size and

complexity. A final propellant mix needs to be tested for performance and aging properties. The
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boron propellant is a new development that carries a complexity factor of 1.0. The propellant for

the conventional stage is an aluminum-based composite that has been used before, and so a factor

of 0.6 is assigned.

Insulation. The unique grain design incorporated in the boosters will require some develop-

ment of the insulation to maintain the required case wall temperature for both conventional and

integrated stage design approaches. The complexity involved is equal between the designs since the

material choice (Kevlar/EPDM) is the same for all the designs considered. A factor of 0.9 is used

in all designs.

Liner. The program is geared towards developing a 35-year liner, a much longer life than

current MM III 17-year liners. Compatibility with either propellant choice is a design issue. A

factor of 0.9 is chosen for all the designs.

The remaining complexity factors (see Table 4.2) for all the design choices are 0.6. With

these factors, there is nothing technically unique to the booster designs considered in this study.

These components use technology that is simply a follow-on to the current MM III program.

Electical & Instrum Ship & Logistics Range Spares
Seperation Booster Prog Spt Facilities/Ground Spt
Structures Addtl Booster Rec Land Veh/Eq
Ignition System Support Rec Sea Veh/Eq
Pre-Ship Assembly Range Ops DDT&E
Addtl Motor Fac Supt Rng Ops

Table 4.2. Complexity Factors

4.3.3 Design Considerations - Operations and Support Costs. All the designs are generated

under the assumption that the second stage booster design will replace the Minuteman III 2nd and

3rd stages without any required structural changes to the remaining missile components (first stage,

post-boost vehicle and payload) (81). In other words, the new booster will be a perfect fit. However,

an upgrade to the aging NS-20 guidance system will most likely accompany any Minuteman life-

extension program. In fact, independent research is already underway for a replacement system,

the Advanced Inertial Measurement System (AIMS) guidance package (81). It is assumed that this

guidance system will be fitted to the modified missiles during the new booster phase-in period.

However, because the guidance system design is not addressed through this research, associated
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DDT&E and production costs are not addressed in the estimate. Estimated changes in O&S costs

attributable to the change in guidance systems will be highlighted accordingly.

This early in the design development phase it should be noted that differences in the proposed

booster designs are not significant enough to merit separate O&S estimating assumptions, condi-

tions and constraints. As such, one O&S cost estimate addresses all potential design configurations.

The designs must all meet a 20 year life span (59).

4.4 Design For Availability

The alert rate of the current MM III system is very high (75) and to improve upon it will

be difficult. Any of the new design candidates could improve the reliability in one subsystem, but

may not be advantageous in another system. A complicating factor is that many of the failures

that occur in an ICBM are not detectable at time of failure. A failure may not be found until

a missile returns to the depot for some other reason. For the current system, only the NS-20

Guidance System and the payload are continuously monitored. Other checks done on a monthly

basis include tests of the flight control equipment, command signal decoder, and raceway electrical

continuity. Only failures in the guidance set and payload can be repaired in the silo. All others

require the missile to be returned to the depot. The goal in the design process is to maintain or

slightly improve the high alert rate of the MM III system.

AFOTEC breaks availability into categories of "real" and "apparent" availability (51). This

distinction is important to this study because ICBM's are in a storage or dormant state for most

of their useful life. Failures may not be detected for a long period of time or until a firing is

attempted. These situations where an item is failed (and unavailable), but undetected, give rise to

the definitions of "apparent" and "real" availability.

A series system is chosen for the availabity model (see Appendix D) since all equipment

must function for the system to be considered available. Failure in the system can result due to

stress or environmental conditions (guidance electronics, flight control electronics, batteries, payload

components, case coatings) or due to simple aging (propellants, ordnance, liners). In considering

the design options, attention has to be given to whether a proposed component or design would

be more apt to fail under the conditions. For each stage design option, the interstage ordnance,

flight control ordnance, and stage igniter elements are not candidates for change. The elements
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that do change from the current design are the liner aging properties, propellant aging properties,

and flight control system equipment, depending on the design option chosen.

4.4.1 Liner Properties. The liner provides the bonding surface for the propellant (on one

side) and the insulation (on the other side). A secondary function is to prevent chemical migration

between propellant and insulation. As the motor ages, the liner is critical in preserving the tight

interface bond needed for reliable motor performance. For the boron propellant, Aerojet has

developed a suitable liner, but it has not been fully characterized or age tested with the propellant

(2). Although system experts feel that a 35 year liner is technically feasible (84), there is a risk

in the design associated with this approach that could negatively impact the availability analysis.

The lack of good data requires using more uncertainty in the model. Since the integrated stage

concept involves several technologies, the impact of one can not be separated from the impact of

all the technology. The use of aluminum propellant in the conventional design provides much less

risk, although the same development effort is required for a 35-year liner life. There is much less

uncertainty to be reflected in the model paramaters for this design choice.

4.4.2. Propellant Properties. The aging of solid propellants often causes cracks to form. This

can be catastrophic to motor performance if the cracks are very large and seriously change the burn

surface area. The complex chemistry of propellants makes precise prediction of aging effects very

difficult. The probability of significant cracking in solid propellants is a function of the time that

the missile is in the silo. The aluminum propellants have been extensively tested and have a large

historical data base to support their use and to estimate the expected lifetime of the propellant.

Therefore, there is relatively low risk in the use of aluminum propellant in the designs.

There is very little aging data available for boron propellants. Small scale testing and accel-

erated aging tests have been performed by contractors (72), but an exact propellant formulation

has to be age tested before usable data can be obtained. This places the boron propellant design at

higher risk in development and increases the uncertainty in the design life. The model parameters

must reflect the uncertainty in the actual aging properties of the boron propellant, which in turn

reduces the overall system availability.

4.4.3 Thrust Vector Control. The integrated stage concept requires that hot gas valves

provide the necessary thrust vectoring of the nozzle. The valves are a relatively new development
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item that are only possible due to recent advances in materials that allow operation in a high

temperature, high flow rate environment. Although a known risk from a development standpoint,

the design is relatively simple in operation and makes use of inert ceramics that don't corrode

or suffer from aging. This is very important to the availability of the missile, and benefits could

be expected in the overall availability rate for this subsystem with this design approach. The

conventional approach of gimballing the nozzle involves a much more complex electrical/hydraulic

actuator and movable nozzle. The conventional approach is much more technically proven, however,

so the technical complexity may be partially offset by the lower risks associated with this approach.

4.5 Design For Producibility

The overall concept behind designing for producibility varies with each missile configuration.

The overiding consideration, however, is always to consider technology and processes that are

currently available or in development. No design is to be considered if it involves a process or

technology that could not be proven within the next 10 years to support production.

Filament Winding. In the case of structures, the use of filament winding is a proven tech-

nology already used by several missile systems (93). Regardless of the overall configuration, the

production of EPM, case, and insulation uses the base concept of filament winding. Filament

winding for conventional designs allows for production of only a single case, whereas an ISC design

presents opportunities to produce two cases simultaneously due to the lack of the aft dome being

wound integrally. The integrated stage allows for producibility gains that should manifest as lower

production costs. Several manufacturers build filament winding equipment capable of producing

cases with diameters proposed in the NEMESIS designs. Generally, the suitability of computer con-

trolled, filament winding production for a particular application varies depending on complexity of

design shape, amount of material being applied simultaneously, and the relative degrees of freedom

for material application. In this application, filament winding (discussed in detail in Appendix C)

is clearly the manufacturing technology of choice for producing all potential booster case designs.

External Protective Material (EPM). EPM provides protection for the missile against a variety

of environments. In particular, protection against pebbling from atmospheric debris is crucial

to maintaining case integrity. Production of EPM also takes advantage of filament winding in

manufacture. After the insulation and ca& are wound onto th- rrardrel, EPM is wound directly
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onto the case. In the conventional case designs, EPM is wound one case at a time. Two cases can

be wound at once in an ISC application. EPM, however, does not cover the case domes. Rather,

the protective material is either wound or laid integrally with the skirt and interstage attachments.

EPM technology is directly associated with composite technology. Therefore, as advances are made

in composites, EPM producibility improves in direct proportion. A current design that incorporates

EPM filament winding is the SICBM.

Liner/Insulation. Within the rocket motor case are two interfaces that require attention

with regards to producibility: insulation and liner. Insulation is used to ensure the composite

case materials maintain their strength during boost (while exposed to the extreme temperatures

of propellant combustion). The insulation material is typically a rubber-based substance combined

with composite fibers to ease producibility. Filament wound first onto the mandrel, insulation

realizes the same benefits as other structural portions of the design in terms of shape. After

removal of the mandrel, an application of liner is placed within the rocket motor case. The liner

provides the propellant to insulation bond. Applied in a variety of techniques, liner technology

continues to improve and should be a low risk approach for this application.

Thrust Vector Control. For thrust vector control, the ISC designs use hot gas valves for

maneuvering. The hot gas valves are relatively simple in design and, although requiring expensive

materials, should be easy to produce (9). In the conventional designs, well established mechanical

actuators for a gimballed nozzle form the base technology of the propulsion design. The actuator

for the conventional design is well proven technology that is used for other booster programs.

Propellant Processing. One possible producibility improvement is continuous processing,

where the propellant is mixed and poured in a continuous "assembly line" fashion rather than

in multiple batches. This method is faster, safer, and allows for greater system control over propel-

lant properties (99). Contractors already utilize continuous processing for aluminum propellants,

and boron-based designs should also be able to take advantage of advances in this process. The

full-open case in the ISC designs also allows for simpler loading of the propellant and the grain

shape.

Booster Shape. Varying the design based on shape, whether cylindrical or conical, only

affected the overall producability to a small extent. Although cylindrical designs required the use

of interstaging, conical designs mandated using precise tapers to match up with existing stages.
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Cylindrical designs are used on several programs (SICBM, Peacekeeper) and have well established

manufacturing techniques. The conical shape provides gains in performance and weight savings,

but there is little experience building the large diamter booster for this application in a conical

shape (38).

Nozzle. The integrated stage designs require the nozzle to be completely submerged into the

case. The forced-deflection nozzle is a complex piece to design and build, and it requires a heavy

attachment ring and reinforcement. The conventional nozzle is a less complex, proven technology

that is easier to build.

4.6 Design For Performance

Two approaches are considered to evaluate NEMESIS designs in terms of mission perfor-

mance. The first approach is to design the two-stage missile so that it is capable of delivering a set

payload to a given "point-in-the-sky". This approach involves choosing a representative payload

weight within the specified range (1500 - 2300 pounds), then designing the second stage to maximize

performance. Design factors in the form of structural weights, mass flow rate profiles and thrust

profiles are inputs to the trajectory model. Numerical output is then produced in the form of an

energy ratio. This ratio relates the performance of a particular NEMESIS design to the required

MM III performance using the same payload weight. An energy ratio greater than or equal to 1.0

indicates successful delivery of the payload to the required "point-in-the-sky" with sufficient energy

to match or exceed the total baseline energy. A ratio less than 1.0 indicates failure to achieve the

required performance with the given payload.

The second approach also uses energy ratio for performance evaluation. If the payload is

treated as a variable, the specific energy of a NEMESIS design is adjusted (by adjusting the

payload weight) until an energy ratio of at least 1.0 is achieved. If the payload-carrying capability

is greater than the specified minimum (1500 pounds), the design is viable. Otherwise, the design

is rejected.

In terms of performance, the designed second stage must produce a thrust profile that pro-

vides enough energy to the system at stage two burnout, while at the same time keeping system

acceleration below the 18g limit. The overall missile design is evaluated in the TPM simulation.
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Four second stage design configurations are selected for consideration. As mentioned pre-

viously in this chapter, integrated stage and conventional technologies are considered as the two

distinct technologies considered for NEMESIS. A further division within each configuration is the

geometric shape of the second stage. Because the diameter of the MM III first stage and post-boost

vehicle are different, different second stage shapes and diameters are considered. The diameter of

the MM III first stage is 66 inches and the diameter of the post-boost vehicle is 52 inches. The

advantage of having the second stage upper and/or lower diameter(s) the same as that of the MM

III interfaces is that interstage weights are significantly reduced. First, a conical second stage is

considered. With both technologies, the conical second stage upper and lower diameters, 52 and 66

inches respectively, match the MM III interfaces. Second, a cylindrical second stage is considered.

With both technologies, the cylindrical second stage is 66 inches in diameter over the entire length.

Thus, the cylindrical design requires a substantial interstage at the post-boost vehicle interface to

transition from 66 to 52 inches (the one exception is a cylindrical conventional design with a diam-

eter of 52 inches over the entire length). The small diameter cylindrical option is not considered

for the integrated stage because the lower diameter must be 66 inches for proper "nesting" with

the MM III 1st stage. The advantage of integrated stage is in the "nesting" of the lower stage into

the upper stage's nozzle, thus eliminating wasted space.

4.6.1 Weight Estimation. A vital area of performance prediction involves weight estimation

of the vehicle components. Weight is a driver for both performance and cost and, as such, is a

critical aspect of all designs. Since the constraints of this study include a given first stage, post-

boost vehicle and payload, the weights in the estimation are only for the new 2nd stage that is

being designed. The design solutions attempt to minimize the weight where possible, while still

maintaining the required performance.

An important constraint is that the new 2nd stage can not weigh any more than the combined

weights of the existing 2nd and 3rd stage of the Minuteman III. This allows for a total stage weight

of 24,000 lbs, which is divided among the stage components. The major areas of detailed weight

estimation are: case, nozzle, internal insulation, liner, igniter, thrust vector control (TVC)/thrust

vector actuation(TVA), external protective material, interstage, propellant, and "miscellaneous".

The propulsion, structural, and thermal models are used to determine the weights where possible,

but it was not possible to create models for all the weight categories (see Table 4.3 below).
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CATEGORIES ISC CONVENTIONAL

Case Structures Model Structures Model
Nozzle Aerojet Program Regression Model
Int Insulation Thermal Model Thermal Model
Liner Structures Model Structures Model
Propellant Propulsion Model Propulsion Model
External Insulation Thermal Model Thermal Model
TVC/TVA Aerojet Program Regression Model
Igniter Data Search Data Search
Interstage:
1st to 2nd Aerojet Program Data Search
2nd to PBV Data Search Data Search
Miscellaneous Data Search Data Search

Table 4.3. Source of Weight Estimation

A data search of current programs and literature are utilized in several weight estimating

areas. Table 4.4 presents the data gathered to support the estimates.

Category MRBM AICBM I MX I SICBM

Nozzle 16.7 80 453 395.8
Igniter 3 10 19.1 18.3
TVC/TVA 7.4 29 72.5 119.9
Interstage 14.2 79 394 26.5
Misc 13.3 39 199 84.9
Inert Weight, Ibm 147.8 764 1999 2122
Stage Weight, lbm 940 6277 17686 25501
Stage Diameter, in 26 46 92 44.5

Table 4.4. Conventional Booster Weights

4.6.1.1 Case, Liner, and Insulation. The structural and thermal models provide weight

estimates for the case, liner, internal insulation, and external protective material. The programs

take the output from the propulsion program, specifically the operating pressure and burn time,

to determine the detailed weights. Each of the designs are evaluated with the programs to provide

estimates that are included in the overall stage weight. Appendix C contains detailed information

on the material choice and properties. The insulation weight reflects the grain design. Different

grain patterns expose different amounts of the case to the hot exhaust gases for different lengths of

time. Properties for the insulation are chosen that are representative of current insulation design

practices.
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4.6.1.2 Propellant. As previously discussed, the total allowable propellant weight is

determined from the payload weight and the maximum load-bearing capability of the first stage.

The initial feasibility study in Chapter 1 determined that the structural ratio needs to be in the

range of .0683-.10058. Since the single stage needs to provide as much or more performance than

the current 2 stages, the maximum propellant that can be carried is a necessary condition to achieve

the required total specific impulse. Assuming a structural ratio of 0.07 and a maximum payload

weight of 2300 lbs, the remaining available weight of 22,100 lbs of propellant is used for each design.

The propulsion model uses this amount of propellant along with the other inputs to determine the

stage performance.

4.6.1.3 Igniter, Interstage, and Miscellaneous. The igniter, interstage, and any mis-

cellaneous weights are estimated using data available on similar missile components. The use of

comparable systems and discussions with current designers provide confidence that the weights

proposed are conservative (6). The igniter weight is chosen as 20 lbs for all the designs since the

data indicate the igniter weight becomes relatively constant as the stage weight approaches 20,000

lbs. The interstage weight is determined dependent on whether it is an ISC or conventional design.

For the ISC designs, the Aerojet program provides weights for the connection to the lower stage.

The connection to the PBV is an approximation using a scaling of the current interstage weight of

the MM III. The conventional design interstage weights come from the same MM III approximation

and an output from the structural model for the structure weight of the interstage. The category of

"miscellaneous" is used to include the weights of the cabling, raceway, fasteners, and other weights

not specifically included in the other categories.

4.6.1.4 ISC Design (Nozzle, TVC). For the integrated stage technology design op-

tions, a program called AIDE 11 (41) is used to estimate the total weight of the nozzle assembly.

The program is Aerojet proprietary and used by the company for their preliminary design analysis.

Special permission was obtained to use the program and to include the output in the final design

analyses. The input file for the program is modified to represent the particular case materials and

stage operating parameters for each stage design. The program calculates the total weight of the

nozzle assembly (case, liner, insulation, throat, etc) and this is used for the weight of the bottom

43 inches of the stage. This length is an output of the AIDE II program and is roughly constant

for all ISC designs.
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4.6.1.5 Conventional Stage (Nozzle, TVC/TVA). In the absence of a model that can

estimate the weight of the nozzle and thrust vector control/actuation system for the conventional

stage design, a linear regression model is used to estimate these component weights. A data

search for nozzle and TVC/TVA weights on comparable systems, either fielded (Peacekeeper), in

development (SICBM), or studied by various contractors (MRBM, AICBM), provide the component

weight data base. A relationship between nozzle weight and inert stage weight (the linear regression

equation) provides a means of relating the two variables, as shown in Table 4.4 and Figure 4.1.

A similar approach is used for the TVC/TVA system, relating TVC/TVA weight to a total stage

weight (see Table 4.4 and Figure 4.2). With this approach, there is no variability between designs

since overall stage weight is assumed relatively constant at 23,900 lbs with inert weight of 1800 lbs.

A large part of the conservativism in these estimates comes from the fact that materials available

today provide weight savings over those used in older programs.

Conventional Nozzle Weight Estimating
500 1 1 , ,
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300 -
Nozzle
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Inert Weight (Ibm)

Figure 4.1. Conventional Nozzle Weight Estimation

4.6.1.6 Weight Estimation Conclusions. Integrated stage technology is still a new

development area and represents a high degree of risk in weight estimation. The conventional

technologies require the least development, but a lack of better models increases the uncertainty
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Conventional TVC/TVA Weight Estimating
140 1

120 -

100

TVC/TVA 80
(Ibm) 60

40 data 0
.0045*x+1 -

20

0
0 5000 10000 15000 20000 25000 30000

Stage Weight (Ibm)

Figure 4.2. Conventional TVC/TVA Weight Estimation

in the weight estimates associated with these designs. Generally an attempt is made to keep each

weight conservative (large) so that the overall stage weight estimate errs on the heavy side.

4.6.2 Mission Profile. Regardless of the particular combination of design parameters (motor

design, payload weight, etc.), all NEMESIS designs are required to follow the same basic mission

profile. Figure 4.3 presents the events of a typical NEMESIS mission starting from launch, continu-

ing through stage two burnout, and into the ballistic flight phase. At 3.15 seconds into the mission,

the flight path angle is instantaneously changed from 90 degrees and the gravity turn is initiated.

The gravity turn trajectory continues through stage 1 burnout, the 1 second coast period before

stage 2 ignition, and throughout the remainder of the powered flight portion of the trajectory. The

only variables between NEMESIS designs are the initial flight path angle deflection at 3.15 seconds,

and the time of stage two burnout. All other events and their associated times are common to all

the designs.

4.6.3 Design Iterations. Tables 4.5-4.9 show the subsystem weights (pounds), total NEMP-

SIS weights (pounds), combustion chamber pressures (pounds per square inch), burn times (sec-

onds) and energy ratios (unitless) for the 33 "designs" generated. Each "design" is a different

combination of design variables: nozzle and grain design parameters. The combinations are de-
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Figure 4.3. Typical NEMESIS Mission Profile

rived such that the NEMESIS design space is completely explored. Designs 1-8, shown in Table 4.5,

represent cylindrical ISC stages with an 1800 pound payload. Designs 9-16, shown in Table 4.6,

represent conical ISC stages with an 1800 pound payload. Designs 17-24, shown in Table 4.7, rep-

resent cylindrical conventional stages with a 66 inch diameter and 1600 pound payload. Designs

25-32, shown in Table 4.8, represent conical conventional stages with a 1600 pound payload. Design

33, shown in Table 4.9, is the small diameter (52 iL -h) cylindrical conventional stage concept with

an 1800 pOLi, payload. These configurations are used in Chapter 5 to optimize the effect of the

design variables on energy ratio, burn time, maximum combustion teriperature, and maximum

vehicle acceleration.
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DEIG

CHARACTERISTICS DESIGN OPTION

SUBSYSTEM WEIGHTSII 1 2 [ 3 ] 4 5 J 6 J 7 8

CASE 289.5 196.9 370.3 244.1 452.9 290.5 533.2 332.1
LINER 74.2 74.2 87.2 87.2 84.1 84.3 95.9 96.1

NOZZLE/TVC 479 421.7 514.1 438.5 578.1 482.3 574.8 489.9
INSULATION 213.7 232.1 325.6 360.8 155.7 163.9 202.6 203.8

EPM 191.4 246.8 215.8 285.1 135.2 180.4 149.2 196.0
IGNITER 20 20 20 20 20 20 20 20

MISC 65 65 65 65 65 65 65 65
INTERSTAGE 341.8 310 367.1 318.4 583.3 346.5 553.1 350.6

SKIRT 10 10 10 10 10 10 10 10

TOTAL WT 111684.5 1576.7 1974.9 1829.2 2084.2 1642.6 2203.9 1763.5

PRESSURE 1319.9 817.1 1536.1 951.0 1939.9 1201.0 2051.0 1269.8
BURN TIME 82.4 99.8 89.2 108.0 49.2 59.6 49.4 59.8

ENERGY RATIO 1.003 0.995 0.955 0.956 0.930 0.991 0.918 0.973
MAX G's 9.116 7.55 8.025 6.604 23.211 21.361 19.028 17.441

Table 4.5. Integrated Stage/Cylindrical Design Matrix

DESIGN
CHARACTERISTICS DESIGN OPTION

SUBSYSTEM WEIGHTS 9 10 11 12 13 14 15 16
CASE 327.1 185.4 448.5 226.7 444.2 222.1 561.5 269.2
LINER 91.8 91.0 107.1 107.1 98.5 98.6 115.5 115.7

NOZZLE/TVC 507 459.1 543.9 477.3 550.6 482.44 568.8 497.6
INSULATION 220.4 272.9 302.6 371.3 195 218.7 258.6 294.6

EPM 168.9 240.5 199.5 278.9 156.6 245.6 169.4 253.8
IGNITER 20 20 20 20 20 20 20 20

MISC 65 65 65 65 65 65 65 65
INTERSTAGE 279.8 192.2 313.8 197.2 382.6 199.25 468.2 203.7

SKIRT 10 10 10 10 10 10 10 10

TOTAL WT JJ 1689.9 1536.0 2010.4 1753.5 2021.5 1561.7 2237.0 1729.5

PRESSURE D 1547.2J 706.9 1780.4 813.4 1861.0 850.2 2077.8] 949.3
BURN TIME 62.61 85.8 65.0 88.4 T48.6 66.6 49.01 67.0

ENERGY RATIO fj 0.996 0.994 0.961 0.964 0.941 0.993 0.926 0.966
MAX G's II 12.532[ 9.316 10.33 7.57 20.31 16.455 13.7 [ 10.65

Table 4.6. Integrated Stage/Concial Design Matrix
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DESIGN
CHARACTERISTICS DESIGN OPTION

SUBSYSTEM WEIGHTS il 17 18 19 20 21 22 23 [24]

CASE 368.8 200.5 479.6 260.5 464.9 252.8 555.8 302.2
LINER 91.4 91.5 104.6 104.7 95.8 96.0 107.9 108.2

NOZZLE/TVA 455 455 455 455 455 455 455 455
INSULATION 194.2 240.1 299.3 360.5 145.3 176.5 187.4 228.7

EPM 135.0 174.2 154.1 218.1 105.9 158.6 118.9 171.6
IGNITER 20 20 20 20 20 20 20 20

MISC 65 65 65 65 65 65 65 65
INTERSTAGE 445 445 445 445 445 445 445 445

SKIRT 10 10 10 10 10 10 10 10

TOTAL WT i 1784.5 [1701.3 I 2032.6 [1938.8 1806.9 1678.9 1965.0 [1805.7

PRESSURE 1744.4 945.1 2030.3 1100.0 2124.2 1150.9 2301.1 1246.7
BURN TIME 9 62.6 80.0 67.8 j 86.6 47.4 60.6 47.8 61.2

ENERGY RATIO If 1.017 1.008 0.976[ 0.95 J 1.015 1.007 1.037 0.986
MAX G's 12.285 9.67 10.75 j 8.28 j 22.25 18.74 17.16 12.68

Table 4.7. Conventional/Cylindrical Design Matrix

DESIGN
CHARACTERISTICS DESIGN OPTION

SUBSYSTEM WEIGHTS D 25 [ 26 27 28 1 29 30 31 32

CASE 325.4 201.7 419.9 260.4 411.5 255.2 518.1 321.5
LINER 108.5 108.5 123.9 124.0 115.3 115.4 132.4 132.6

NOZZLE/TVA 455 455 455 455 455 455 455 455
INSULATION 212.2 239.1 291.4 332.3 172.4 201.4 227.4 267.3

EPM 151.4 203.8 172.7 228.6 125.7 167.4 144.1 191.9
IGNITER 20 20 20 20 20 20 20 20

MISC 65 65 65 65 65 65 65 65
INTERSTAGE 335 335 335 335 335 335 335 335

SKIRT 10 10 10 10 10 10 10 10

TOTAL WT 1682.41 1638.0 1892.9 1830.3 1709.8 1624.4 1907.0 1798.31

PRESSURE 11509.1 J 934.3 1736.5 1075.1 1815.0 1123.7 2026.5 1254.6
BURN TIME 53.8 65.2 55.8 67.6 41.8 50.6 42.2 51.0

ENERGY RATIO Jj 1.015 0.994 0.988 0.97 1.01 0.997 0.987 0.984
MAX G's JJ 15.24 12.43 12.37 10.04 26.6 22.09 17.468 14.45

Table 4.8. Conventional/Conical Design Matrix
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DESIGN

CHARACTERISTICS DESIGN OPTION

SUBSYSTEM WEIGHTS 33

CASE 351.3
LINER 119.1

NOZZLE/TVA 455
INSULATION 198.6

EPM 132.7
IGNITER 20

MISC 65
INTERSTAGE 325

SKIRT 10

TOTAL WT ý1676.7

PRESSURE 1882.6
BURN TIME 47.0

ENERGY RATIO 0.9945
MAX G's 18.268

Table 4.9. "Skinny" Conventional/Cylindrical Design Matrix
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V. Performance Optimization

5.1 Introduction

Before comparing the performance of the missile configurations, each option should have the

best performance possible. Within the scope of this project, this essentially means the "best"

grain design and nozzle for optimal propulsion performance; delivering the most payload possible

to the same state as Minuteman 1Il. Optimizing the stage's performance also means determining

reasonable limits on the variable propulsion parameters. Incorporting other constraints into the

optimization is also included, such as dynamic limits of the guidance system and burn time limits

on thrust vector control systems.

5.2 Background

5.2.1 Optimization Concepts. There are many references which detail methods for optimiz-

ing an objective function (8). This overview covers the basic concepts used for this chapter in

finding a maximum value of an objective function. Parameter optimization involves finding the

maximum or minimum value of an objective function subject to certain constraints. The objective

function is a function of certain parameters, called design variables. The constraints may be either

equality or inequality constraints of the design variables themselves or of functions of the variables.

A non-linear optimization problem can be solved by either direct or indirect methods. An

example of a direct method is finding a function's extrema by setting the first derivative equal to

zero and solving the ensuing equation. The possible extreme points are checked with the function's

second derivative to detect maximas and minimas. Indirect methods, often called search methods,

start with a valid combination of design variables and use gradient information to move up the

objective function in the direction of increasing values. This method of "hill-climbing" is often

used with complex functions which are difficult to differentiate. A direct method is used in this

project; however, the presence of more than one design variable as well as constraints complicate

the process. The optimal points may be local instead of global maxima.

Similar to the one-variable first derivative method of finding maxima, Lagrange multipliers

and slack variables are used to find maxima of constrained multivariable functions. Lagrange

multipliers are used to augment the objective function with constraints equations. Also, slack
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variables are introduced for inequality constraints. The resulting lagrange function is partially

differentiated with respect to each design variable, Lagrange multiplier, and slack variable. Similar

to setting the first derivative equal to zero, the set of conditions known as Kuhn- Tucker Conditions

must be satisfied in order to have an optimal point (8). The problem can be considered in n-space as

finding the highest point of an objective function of n- 1 design variables in the n-space topography

within the region bounded by the inequality constraints. The point must also lie on the surface

of any equality constraints. If the optimal point lies on an inequality constraint line or surface,

then the slack variable associated with that variable is zero. This feature will be important later

in interpreting the limitations each constraint places on the optimal solution.

5.2.2 Implicit Function Optimization. The optimization routine outlined above assumes

that an explicit objective function exists. Unfortunately, the optimization of propulsion perfor-

mance involves a more difficult objective function. The performance measure to be maximized can

be calculated, but there does not exist an explicit function in terms of propulsion system parame-

ters. Therefore, non-linear regression analysis is used to approximate the actual objective function.

Analysis Of Variance methods (ANOVA) are used to determine which regression model factors are

statistically significant. This enables the regression model approximation to the actual function to

be as simple as possible.

5.2.2.1 ANOVA. ANOVA is an enumerative method of exploring the design space.

Factorial designs are used to efficiently sample the objective function within a region. For this

project, only two levels are sampled for each variable: high and low. For k, variables this leads

to 2k factorial designs, or "experiments". The ANOVA method takes the 2 k objective function

values and partitions the variance into parts due to differences between the designs and due to

differences within each design. The sum of the squares of the differences is the key statistic used

in the analysis. By using contrasts (47:p114), the effect of each design variable and combinations

of design variables is calculated. An F-statistic test is used to determine which factors of the

single variables and combinations of them are statistically significant in affecting the objective

function results. Those factors found insignificant will be removed from the proposed regression

model, assuming that removal of a particular factor does not violate good engineering judgement.

Reference (47) contains much more information regarding ANOVA and related topics on design of

experiments.
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5.3 Methodology

The optimization of the propulsion system to provide maximum performance requires a de-

cision on an objective function. Then, this implicit function is approximated by a first-order

regression model. ANOVA is used to eliminate unnecessary terms in the model. Non-linear opti-

mization of the resulting regression equation, subject to limits on variables and regression models

of constraint functions, provides the maximum value of the objective function. This is the desired

optimal combination of propulsion variables.

5.3.1 Objective Function. Maximizing performance means finding the missile stage which

delivers the most payload possible to the same state as third stage burnout of Minuteman III. This

state is defined as the combination of velocity, altitude, and attitude. The analysis in Chapter

1 illustrates that it is unlikely the new second stage will be able to exceed the current system's

performance. Therefore, performance is measured by the comparison of the total energy at final

stage burnout. The ratio of the new system's energy to Minuteman III's energy is the parameter

to be maximized and is defined in Chapter 1. This objective function is used to find the optimal

performance stage. If the energy ratio is greater than unity then an increase in payload is possible,

but the optimal design is still the same.

The energy ratio, which should be at least unity for a successful design, is primarily a function

of the total impulse of the propulsion system. Since the system is still operating in a gravity field

during second stage burn, longer burn times are detrimental. However, for similar burn times the

maximum energy ratio corresponds to maximum total impulse. Also, heavier structural weight will

decrease the amount of payload that the missile can deliver to the proper energy state. All these

factors influence the optimal design.

5.3.2? Design Variables. The propulsion performance is a function of the propellant's prop-

erties, the grain design, and the nozzle characteristics. For this study, the propellant is either an

aluminum or boron based solid propellant. The specific impulse, Ip, delivered is largely dependent

on the propellant. The amount the nozzle expands the exhaust also affects the I.p. For a given

propellant and nozzle, the grain design determines much of the propulsion system's characteristics,

including the thrust curve, the combustion pressure curve, and the burn time. See Appendix B for

additional details on these topics. Considering these effects, the variables which affect performance
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are the grain design parameters and the nozzle throat and exit areas. However, for this study the

nozzle exit area is assumed to be constant: for an ISC stage the first stage diameter determines

the exit area, and for the conventional nozzle a reasonable maximum size is chosen. Nozzle throat

area, Ath, represents the nozzle's effect in the optimization.

For the slotted tube grain design described in Appendix B, there are only two independent

grain design variables. The design variables for the optimization are therefore:

"* Ah - nozzle throat area

"* F - grain pattern slot half thickness

"* R - grain pattern central tube radius

The energy ratio as a function of these variables is approximated by a regression model. Performance

constraints as a function of these variables are also modeled with regression models.

5.3.3 Constraints. The primary constraints on the system are maximum burn time, max-

imum acceleration, and possibly maximum pressure. The burn time is particularly important for

the ISC systems. Hot gas valves have been successfully tested with burn times as long as 40 seconds

(82). Experts believe that somewhere over one minute of burn time is a current practical limit for

hot gas valve operation (68). Therefore, a maximum burn time of 80 seconds is used for this study.

The guidance system is limited dynamically to no more than 18 times the standard accelera-

tion of gravity. This 18 g limit is the most restrictive dynamic constraint on the system. Therefore,

18 g's is the dynamic constraint on the system used in this study.

Combustion pressure in the case has a large impact on propulsion performance as well as

structural weight. Higher pressure improves propulsion efficiency by reducing dissociation in the

exhaust gases (5 0 :p3 6 8 ). The thrust is also a function of combustion pressure as shown in Ap-

pendix B. The burn time, however, is inversely proportional to combustion pressure (50:p386).

With respect to just propulsion performance, higher combustion pressure is desirable. However,

higher pressures require more structural weight. The case must be made thicker for the higher

pressure, and the nozzle may also be heavier. The reverse-dome of the forced-deflection nozzle

works best in tension. Since the back of the nozzle is in the high pressure combustion chamber, the

nozzle's dome is under compression and must be strengthened. Also, the curvature discontinuity
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where the reverse dome meets the case creates a stress concentration. This increases the local stress

considerably higher than that experienced by a conventional case. This joint must be stronger, and

therefore heavier, than its conventional counterpart,

With the complexity of combustion pressure's effect on performance, a specific limit on max-

imum pressure is difficult to determine. Most recent solid rocket designs, using the latest material

advances, have used pressures over 1500 psia (76). Therefore, a reasonable maximum of 1800 psia

is used for the design operating combustion pressure. A minimum of 300 psia is also used.

Parameter Min[ Max

Pressure, psia 300 1800
Acceleration, g's 0 18
Burn Time, sec. 0 80

Table 5.1. Summary of Constraints

5.3.4 Regression Model. The model uses first order effects and interactions of the three

design variables. The resulting model, with all possible elements, is as follows:

Y =,60 +,6A + #2B + #a A . B +64C +,85sA .C + 036B .C +, 7 A . B .C (5.1)

where:

A = Linear effect of Ath

B = Linear effect of F

C = Linear effect of RI

A • B = Effect of Ath • F interaction

A. C = Effect of Ath • R1 interaction

B • C = Effect of F • R1 interaction

A- B • C = Effect of Ath • F • Rlinteraction

This model is used to approximate the following implicit functions as a function of the design

variables: energy ratio, maximum acceleration, burn time, and maximum combustion pressure.
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5.4 Example: Integrated Stage Concept - Cylindrical Stage

Each of the four primary design options generated are optimized:

"* ISC - Cylindrical

"* ISC - Conical

"* Conventional - Cylindrical

"* Conventional - Conical

This section details the optimization of the energy ratio for the ISC - Cylindrical stage case.

5.4.1 ANOVA. For the first order regression model with three design variables, 23, or 8

factorial "designs" are required. A high and low value for each variable is selected. These values

are selected to capture as much of the design space as possible and still have reasonable pressures,

dynamics, and total impulse. These 8 points represent a rectangular region in the design space,

with the optimal point somewhere inside (see Figure 5.1).

F

• .°.......i..oo.. o..... ..... . **.•. °

S7A

.. ............ .W ... "".". . ...
R

Figure 5.1. Factorial Design Space

Some of these factorial designs exceed system constraints for pressure, dynamics, and burn

time. However, they are relatively close to the limits and are necessary to bound the "reasonable"
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region in the design space. These designs are selected to determine the effects of design variables

on performance in the region, not to have every one of them meet every constraint.

5.4.1.1 High-Low Values. To select the design variable high and low values, some esti-

mation of reasonable limits is required for the grain design parameters. A lower limit is selected for

both F and RI. The thinnest slot deemed reasonable, for manufacturing and structural purposes,

is 2 inches. This makes 1 inch the minimum for half the slot thickness, F. For the central radius,

R1 , 5 inches is selected as minimum. This should allow enough volume for the igniter to start the

entire surface with hot, high pressure gases. The high-low values used for the ISC-Cylindrical case

are shown in Table 5.2.

[Design [At~h FLi

1 45 1 5
2 60 1 5
3 45 5 5
4 60 5 5
5 45 1 12
6 60 1 12

7 45 5 12
8 60 5 12

Table 5.2. ISC-Cylinder Factorial High-Low Values

5.4.1.2 Performance Predictions. Running the propulsion performance model, struc-

tural model, and the trajectory simulation provides the performance data for each of the 8 factorial

designs. The matrix of the factorial designs is shown in Table 5.3, where:

Design Ath I FJ RI Pmax ] Ama. Tburn j E70,aio

1 - 1319.86 9.116 82.4 1.0030
2 + - 817.14 7.550 99.8 0.9954
3 - + - 1536.14 8.025 89.2 0.9554
4 + + - 951.04 6.604 108.0 0.9557
5 - - + 1939.88 23.211 49.2 0.9304
6 + - + 1201.00 21.361 59.6 0.9911
7 - + + 2051.02 19.028 49.4 0.9175
8 + + + 1269.81 17.441 59.8 0.9730

Table 5.3. ISC-Cylinder Factorial Designs

+ = high value of variable
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- = low value of variable

Pma, = maximum combustion pressure during burn

A,m,. = maximum acceleration during burn

Tburn = burn time

Erato = ratio of final energy states

A payload weight of 1800 pounds is used for each factorial design.

5.4.1.3 Pertinent Factors. Concentrating on the energy ratio regression equation, the

vector of the 8 Eratio values may be used to calculate the regression equation coefficients. However,

ANOVA is first used to determine which of the 8 factors are statistically significant. Using contrasts,

the average effect of each factor is measured. These effects are represented by the sum of squared

differences attributed to that effect. By dividing by the respective degree of freedom, the mean

square is calculated for each factor. Within the assumptions of ANOVA, the ratio of each mean

square with the mean square for error in the data produces an F-statistic. This value is compared

against an F-distribution value for some a level of significance. In this manner, each of the 8 factors

are checked for statistical significance (47:pp98-104).

Since each "experiment" is a run of the computer models, there is only one data point per

design. Therefore, there is not any error between replications of the same design. This means that

there is no actual sum or mean square for error. This problem is solved by assuming that the error

measured by the most complex interaction, the A-B-C factor, represents the sum square for error.

This solution to the single replication problem is called "confounding with error" (86). For the

energy ratio data, an ANOVA table is constructed which summarizes the results (see Table 5.4).

The F-distribution value for two a values are:

Fjj,a=0.os = 161.4

Fij,a=o.io = 39.86
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Degree Sum of Mean
Source of of Squares Square Ms
Variation Freedom (SS)) (MS)

A 1 0.001482 0.001482 69.11
B 1 0.001749 0.001749 81.55
AB 1 9.11 x 10-' 9.11 x 10-7 0.043

C 1 0.001188 0.001188 55.39
AC 1 0.001907 0.001907 88.87
BC 1 3.962 x 10-4 3.962 x 10-4 18.47
Error = ABC 1 2.145 x 10-5 2.145 x 10-1 NA

Table 5.4. ANOVA for Energy Ratio, ISC-Cylinder Stage

The a = 0.05 value is primarily used, but the 10% value helps determine the lower limit of signifi-

cance. Comparing the final column of Table 5.4 to the F-distribution values, the following factors

are included in the regression model:

"* A - effect of nozzle throat area, Ath

"* B - effect of slot half thickness, F

"* C - effect of central radius, R1

"* A • C - effect of Ash • R, interaction

"* B • C - effect of F. R1 interaction

In this case, the only insignificant factor is the A • B interaction.

The process is easily repeated for the vectors of data corresponding to Pmaz, A,,a,, and Tburn.

The same F-distribution values are used for determining significant factors. ANOVA Tables for

each output vector are calculated.

Maximum Pressure:

The ANOVA for maximuni pressure is shown in Table 5.5.

Significant factors include:

"* A - effect of nozzle throat area, Ash

"* B - effect of slot half thickness, F
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Degree Sum of Mean
Source of of Squares Square MS

Variation Freedom (SS) (MS)

A 1 850147 850147 4240
B 1 35130 35130 175.2
AB 1 1944 1944 9.70
C 1 42206 42206 2105
AC 1 23358 23358 116.5
BC 1 3622 3622 18.07
Error = ABC 1 200.5 200.5 NA

Table 5.5. ANOVA for Maximum Pressure, ISC-Cylinder Stage

"* C - effect of central radius, R,

"* A • C - effect of Ath • R, interaction

Maximum Acceleraion:

"The ANOVA for maximum acceleration is shown in Table 5.6.

Degree Sum of Mean MS
Source of of Squares Square s M

Variation Freedom (SS) (MS) I_ I
A 1 5.158 5.158 2964
B 1 12.852 12.852 7384
AB 1 0.0208 0.0208 11.96
C 1 309.33 309.33 177727
AC 1 0.0253 0.0253 14.54
BC 1 4.600 4.600 2643
Error = ABC 1 0.00174 0.00174 NA

Table 5.6. ANOVA for Maximum Acceleration, ISC-Cylinder Stage

Significant factors include:

"* A - effect of nozzle throat area, Agh

"* B - effect of slot half thickness, F

"* C - effect of central radius, R,

"* B . C - effect of F- R, interaction

Bumrn Time:
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Degree Sum of Mean I
Source of of Squares Square MS
Variation Freedom (SS) (MS)

A 1 406.1 406.1 1678
B 1 29.65 29.65 121.0
AB 1 0.245 0.245 1.0
C 1 3256 3256 1329
AC 1 29.65 29.65 121.0
"BC 1 26.65 26.65 108.8
Error = ABC 1 0.245 0.245 NA

Table 5.7. ANOVA for Burn Time, ISC-Cylinder Stage

The ANOVA for burn time is shown in Table 5.7.

Significant factors include:

"* A - effect of nozzle throat area, Ath

"* B - effect of slot half thickness, F

"* C - effect of central radius, R,

"* A • C - effect of Ath • R, interaction

"* B • C - effcct of F -R1 interaction

5.4.2 Regression Models. Once the insignificant factors have been eliminated from the re-

gression equations, the regression coefficients are calculated from Equation 5.2

#=- [XT -XI- I xT -y (5.2)

where Y is the data vector of either Eratio, Pm40 , or Tburn, and X is a matrix corresponding to

high and low design variable values. The variables are "coded" by

Xcoded = X (5.3)

where p, is the average of the high and low variable values, and or. is half the different between the

high and low value. The columns of the X-matrix correspond to each of the possible factors: single

variables and their interactions. The coded value for the interaction columns is calculated by the
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Sf

product of the coded value of each of the interacting variables. The coding of these variables does

not affect the results and makes the calculations easier.

The following is a full X-matrix including all factors. For those with fewer significant factors,

the insignificant columns are eliminated.

A B AB C AC BC

+ + - + +

- r - _ +r -

X= + + + - - -

6 - + + - -

+ - + + + -

-+ - + - +

+ + + + + +

Using Equation 5.2, the regression coefficients are calculated for each of the four regression

models corresponding to an ISC-cylindrical stage. However, these regression coefficients are in

terms of the coded variables. Substituting for the coded variables with Equation 5.3 yields the

regression equations in terms of the design variables.

The regression equations for each of the models are as follows:

Energy Ratio:

Ea.0o - 1.20975 - 0.003184Ath - 0.01594F - 0.037373R 1 +

5.8810 x 10-4Ath . RI + 0.001005F. R, (5.4)

Maximum Pressure:

,Pmaz= 2091.85- 25.968Ath +33.133F+ 173.69R 1 -
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2.0585Ath - R, (5.5)

Maximum Acceleration:

Amar = 3.7006- 0.10707Ath + 0.28698F+ 2.10161R, -

0.10832F. R, (5.6)

Burn Time:

Tburn 31.5357 + 1.5733Ath + 3.1786F- 1.1321R 1 -

0. 0 7 3 3 3 3 Ath • R 1 - 0.260714F • R 1  (5.7)

5.4.2.1 Modeling Error. A measure of how much of the total variance in the data is

captured by each model is the correlation coefficient, R2 . For each regression model, the significant

factors' sum of squares from the ANOVA are used to calculate R2 (47:p135):

SSregression = SSasignificant

8

SStotal = SS

R SSrcoresionSS, o,°a

The correlation coefficients for the four regression models are shown in Table 5.8. These are all

very good correlation coefficients - all are very close to unity. Therefore, the models adequately

capture the variability of the data.

Model R

Eratio 0.996685
Pma, 0.995685
Ama, 0.999856
Tburn 0.991961

Table 5.8. Correlation Coefficients, ISC-Cylinder
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5.4.3 Parameter Optimization. The regression equations approximate the actual, although

implicit, functions of energy ratio, maximum pressure, maximum acceleration, and burn time.

With these relationships, non-linear parameter optimization is applied to maximize the energy ratio

subject to several constraints. A computer program called GINO (General Interactive Nonlinear

Optimization) (62), is used for the optimization. The objective function, which is the Eatio

regression equation, is maximized subject to the following constraints:

P.a - fl(Ath, F, R1) < 1800 psia
Ama = f 2 (Ath,F, Rl) < 18 g's
Tb.,n --. f 3 (Ath, F, Ri) < 80 sec.
45 in. 2  < Ath < 60 in. 2

1 in. < F < 5 in.
5 in. < Ri < 12 in.

The ranges on the design variables correspond to the high and low values used to determine

the regression equation coefficients.

5.4.3.1 Optimal Solution: ISC-Cylinder. The results from GINO are as follows:

Eratio..- = 0.997

where the optimal design variable values are

At~h = 45 in.
2

F* = I in.

RT = 5.437 in.

GINO also gives values for the slack variables for the constraints. Slack variables for the

burn time constraint, minimum F, and minimum Ath are all zero. This means that the optimal

solution in the 3-dimensional design space lies on these constraint surfaces, and not the others.

This illustrates how the choice of constraints affects the optimal solution. The degree which each

of these three constraints affects the solution is measured by the magnitude of their corresponding

Lagrange multiplier. GINO provides these "Price" values which correspond to their respective

Lagrange multipliers: The constraint for minimum R1 also has a very low slack variable, indicating
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Constraint Price
Tb.,n,.. -0.00211

Fm.n -0.014192
Ath -0.002466

that the optimal-performing motor design is very much related to minimizing the initial port

volume.

Further discussion of these results and others are discussed in later sections.

5.4.3.2 Optimal ISC-Cylindrical Stage Grain/Nozzle Design. The optimal point of

design variables is evaluated by the performance models. Table 5.9 shows good correlation between

the results of the regression equation optimization and the performance model results. The limit on

burn time is very effective, and the pressure, acceleration, and energy ratio all fall within expected

limits. The "optimal" combination of design variables found by GINO produces a motor design

which, when evaluated by the performance models, outperforms the original eight ISC-Cylindrical

designs.

Eratio 1.004
Tburn 80.0 sec.
Pmaz 1344 psia
Amax 9.786 g's
Total Impulse 6.3691 x 106 lbf -sec
Thrustav. 79,613 lbf

Table 5.9. ISC-Cylinder Optimal Design Parameters

5.5 Additional Results

The three remaining design options are optimized in the same fashion as the ISC-Cylindrical

stage. The results presented include the factorial designs, the regression models, and optimization

results.

5.5.1 ISC-Conical Stage.

5.5.1.1 Factorial Designs. The high-low values for this design vary somewhat from

the cylindrical stage case. Grain design variables F and R, are selected in the Propulsion Model

for the base of the conical grain. The parameters get smaller as the port area tapers up to the top
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of the conical grain. In order for the grain to have a significant opening at the top, the minimum

grain parameters are:

F > 4 in.

R, > 10 in.

The remaining high-low values are determined by experimenting to find the largest feasible region

of the design space.

[Design IAth IFIiRii]
9 50 4 10
10 80 4 10
11 50 9 10
12 80 9 10
13 50 4 13
14 80 4 13
15 50 9 13
16 80 9 13

Table 5.10. ISC-Conical Factorial High-Low Values

Running the performance models provides the data for each of the 8 factorial designs. A

payload weight of 1800 pounds is used for each design. The matrix of the factorial designs is shown

in Table 5.11.

[ Design [ Ath I F RIiI Pmot I Ama J Tbun [ Eratio
9 - - - 1547.23 12.53 62.6 0.9964
10 + - - 706.90 9.32 85.8 0.9938

11 - + - 1780.39 10.33 65.0 0.9613

12 + + - 813.42 7.57 88.4 0.9638
13 - - + 1860.95 20.31 48.6 0.9407
14 + - + 850.23 16.46 66.6 0.9930

15 - + + 2077.75 13.70 49.0 0.9261
16 + + + 949.28 10.65 67.0 0.9663

Table 5.11. ISC-Conical Factorial Designs

5.5.1.2 Regression Models. The insignificant factors are eliminated from the regression

equations and the resulting equations are:
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Energy Ratio:

Eatio= 1.48154- 0.005146Ash - 0.014443F- 0.046029R, +

0.0005144Ath • R, + 0.0007933F . R, (5.8)

Maximum Pressure:

P.aX = 672.28 - 6.3884Ath + 85.727F - 0.81462Ath - F +

194.039R, - 1.84384Ath • R, (5.9)

Maximum Acceleration:

Amra = -16.6706- 0.10734Ath + 2.42753F+ 3.6151R1 -

0.28223F. R, (5.10)

Burn Time:

Tburn = 33.1722+ 1.36556Ath + 1.900F- 1.14556R 1 -

0.05889Ath • R1 - 0.1400F • R, (5.11)

The regression coefficients for the four regression models are shown in Table 5.12

Model R2
Eratio 0.990755
Pmag 0.999962
Amea: 0.997330
Tit, rn 0.999993

Table 5.12. Correlation Coefficients, ISC-Conical

5.5.1.3 Optimization Results. The results of the optimization from GINO are as fol-

lows:

Erati,.o.. = .995123
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where the payload is 1800 pounds. The optimal design variables are:

Ath = 54.9 in.2

F*= 4 in.

R= 10 in.

However, inspection of the factorial designs shows that in this case the regression-based

optimization is close, but slightly off. The optimal solution actually corresponds to the first factorial

design, which is only slightly different in the throat area value. This difference is probably due

to a "bump" in the regression equation. As in the ISC-Cylindrical case, the optimal grain design

corresponds to minimal port area. In this case, there is no problem with a burn time constraint.

This is due to the thinner average burn distance for the conical versus cylindrical stages.

The optimal point of design variables is evaluated by the performance models. Table 5.13

shows the resulting performance values. Again, there is good agreement between the values and

the constraints of the optimization.

Eratio 0.9964
Tburn 62.6 sec.
Pmax 1547 psia
Ama: 12.53 g's
Total Impulse 6.31122 x 10' lbf. sec
Thrustau# 100,818 lbf

Table 5.13. ISC-Conical Optimal Design Parameters

5.5.2 Conventional-Cylindrical Stage.

5.5.2.1 Factorial Designs. The high-low values for this design are similar to those for

the ISC-Cylindrical stage. The high-low values of the design space region are shown in Table 5.14.

Running the performance models provides the data for each or the 8 factorial designs. A

payload weight of 1600 pounds is used for each design. This lighter payload is necessary for the

conventional designs in order to make the Eratio close to unity. The matrix of the factorial designs

is shown in Table 5.15.
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[Design JAth F JRl

17 45 1 5
18 65 1 5
19 45 5 5
20 65 5 5
21 45 1 9
22 65 1 9
23 45 5 9
24 65 5 9

Table 5.14. Conventional-Cylindrical Factorial High-Low Values

Design IA, ]FI R I Pmoj . A :... T E.,.. Erat, I
17 - - - 1744.40 12.28 62.6 1.017

18 + - - 945.10 9.67 80.0 1.008

19 - + - 2030.25 10.75 67.8 0.976
20 + + - 1099.97 8.28 86.6 0.950

21 - + 2124.23 23.50 47.4 1.015
22 + + 1150.89 18.74 60.6 1.007

23 - + + 2301.06 17.16 47.8 1.037
24 + + + 1246.69 12.68 61.2 0.986

Table 5.15. Conventional-Cylindrical Factorial Designs

5.5. ,. 2 Regression Models. The insignificant factors are eliminated from the regression

equations and the resulting equations are:

Energy Ratio:

E,.ti,= 1.04513 - 0.O0005Ah - 0.007375F - 0.0035R1 -

0.000375Ath . F - 0.003125F • Ri (5.12)

Maximum Pressure:

maz =2873.45- 3 3.923Ath + 44.584F + 165.180R 1 -

1.8633Ath" R 1  (5.13)

Maximum Acceleration:

Am,, - 2.9875+ 0.0O3 OAth + 1.1163F+ 4.2625R, -
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0.0260Ath -R, - 0.29625F- R, (5.14)

Burn Time:

Tb..n "= 23.488 + 1.205Ath + 3.1625F - 0.6875R, -

0.060Ath • R1 - 0.3375F • R, (5.15)

The correlation coefficients for the four regression models are shown in Table 5.16

[Model RI
Eratio 0.970281
Pma: 0.995208
Ama 0.999871
Tbr, 0.999627

Table 5.16. Correlation Coefficients, Conventional-Cylindrical

5.5.2.3 Optimization Results. The results of the optimization from GINO are as fol-

lows:

Eratio,.. = 1.0168

A* = 45 in.2

F= 1 in.

RI = 5 in.

As in previous cases, the optimal performance corresponds to the minimum allowable port

area design. The burn time constraint is not active in the aluminum-based propellant stage due to

the higher burn rate of the aluminum versus boron-based propellant.

The optimal point of design variables is evaluated by the performance models. Table 5.17

shows the resulting performance values.

5.5.3 Conventional-Conical Stage.
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Eratio 1.017
Tiurn 62.6 sec.
Pmac 1744.40 psia
Amax 12.28 g's
Total Impulse 6.33264 x 101 lbf- sec
Thru t.,,g 101,160 lbf

Table 5.17. Conventional-Cylindrical Optimal Design Parameters

5.5.3.1 Factorial Designs. The high-low values for this design are similar to those for

the ISC-Conical stage. The high-low values of the design space region are shown in Table 5.18.

[Design IAth I FI R, ]

25 60 4 10
26 80 4 10
27 60 9 10
28 80 9 10
29 60 4 13
30 80 4 13
31 60 9 13
32 80 9 13

Table 5.18. Conventional-Conical Factorial High-Low Values

Running the performance models provides the data for each or the 8 factorial designs. Again,

for the conventional technology stage, a payload weight of 1600 pounds is used for each design.

The matrix of the factorial designs is shown in Table 5.19.

Design Ath I F[ Rj j Pm., I A.a. [TbJTurn Ert.o ]
25 - - - 1509.06 15.24 53.8 1.015

26 + - - 934.27 12.43 65.2 0.994
27 - + - 1736.46 12.37 55.8 0.988
28 + + - 1075.06 10.04 67.6 0.970
29 - + 1815.03 26.60 41.8 1.010

30 + - + 1123.70 22.09 50.6 0.997
31 + + 2026.48 17.47 42.2 0.987
32 + + + 1254.61 14.45 51.0 0.984

Table 5.19. Conventional-Conical Factorial Designs

5.5.3.2 Regression Models. The insignificant factors are eliminated from the regression

equations and the resulting equations are:
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Energy Ratio:

Ert.o = 1.25142 - O.002925Ath - 0.009833F - 0.01583R, +

0.000195Ati • R, + 0.0004733F. R, (5.16)

Maximum Pressure:

Pma, = 737.48 - 6.5549Ath + 94.030F - 0.83575Ath • F +

212.84R1 - 1.8918Ath • R, (5.17)

Maximum Acceleration:

Ama, = -23.3548 - 0.1584Ath + 3.3107F + 5.0380R 1 -

0.38367F. Ri (5.18)

Burn Time:

T,,rn = 24.007+ 1.046 7 Ath + 1.6400F- 0.68667R, -

0.04667Ath • R, - 0.1200F. R 1  (5.19)

The correlation coefficients for the four regression models are shown in Table 5.20

Model R2

Erato 0.982145
Pmai 0.999920
Ama: 1 0.993833
Tb.,n 0.999936

Table 5.20. Correlation Coefficients, Conventional-Conical

5.5.3.3 Optimization Results. The results of the optimization from GINO are as fol-

lows:

Era,t._.. = 1.0142
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Ath = 60 in.2

F =4 in.

RI = 10 in.

As in previous cases, the optimal performance corresponds to the minimum allowable port area

design. The burn time constraint is not active which is due to the higher burn rate of the aluminum

versus boron-based propellant. Also, as in the ISC-conical stage, the shorter web thickness leads

to a shorter burn time. These effects make the burn time for this design the shortest of those

analyzed.

The optimal point of design variables is evaluated by the performance models. Table 5.21

shows the resulting performance values.

Eratio 1.015
Tburn 53.8 sec.
Pmfia 1509 psia
Amnax 15.24 g's
Total Impulse 6.22272 x 101 lbf. sec
Thrust.a,, 115,664 lbf

Table 5.21. Conventional-Conical Optimal Design Parameters

5.6 Optimization Conclusions

The four optimized designs point out several key trends in the various effects on stage per-

formance of a slotted tube grain design.

1. The optimal performance grain in most cases corresponds to the grain design with the mini-

mum initial port area. The lower limits of the grain design parameters are active constraints

in each optimization. These lower limits have the most significant effect on stage performance

of all the system constraints. Therefore, detailed design of the grain should include an ex-

amination of methods to effectively lower these limits. Methods could include adding more

igniters in order to decrease the initial port area required for adequate ignition of the burn

surface.
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2. The lower weight of ISC stages, due to the elimination of interstage weight, improves ISC

performance over conventional technology stages.

3. The burn time is lower for conical stages compared to cylindrical stages, given equal bottom

diameters. The taller, more slender conical stages have a thinner average propellant web

thickness.

4. The only active constraints other than grain design parameters is the maximum burn time

and minimum throat size in the ISC-Cylindrical stage.
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VI. Results

6.1 Introduction

This chapter summarizes the results of the NEMESIS design study in terms of mission per-

formance, cost and availability of the four optimized design configurations presented in Chapter

5:

"* ISC Cylindrical Stage

"* ISC Conical Stage

"* Conventional Cylindrical Stage

"* Conventional Conical Stage.

Performance analysis is done using the trajectory performance model (TPM). Total stage

weight from the output of the structures/thermal/materials (STM), AIDE II, and other weight

estimation models, together with the mass flow and thrust time histories are inputs to the TPM.

The TPM is then iterated (by varying payload and the initial flight path angle) until an energy ratio

of 1.0 (or very close to 1.0) at the correct burnout flight path angle is achieved. The payload-carrying

capability for the desired burnout condition is then used as the measure of mission performance.

Cost analysis is accomplished using the STACEM and STRAMICE models presented in Chap-

ters 3 and 4. Inputs to the models are system component weights and "complexity factors" for

each optimized design configuration.

Availability analysis uses the Markov Process models presented in Appendix D. ISC and

conventional NEMESIS design approaches are compared to a 3-stage system baseline availability.

An availability ratio is formed by dividing the calculated NEMESIS design availability at year 10

by the comparable baseline availability. In this way, a single number is used to capture the essence

of the model results and to compare the performance of the design alternatives.

6.2 Mission Performance Results

6.2.1 Overview . The optimized motor design parameters (throat area, grain pattern slot

half- thickness and grain pattern central tube radius) presented in Chapter 5 are used in the
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propulsion model to simulate optimal motor performance for a particular design configuration.

The chamber burn characteristics (time, pressure, thrust, mass flow, and temperature) are then

used as inputs to the other (STM, AIDE II, etc.) system models, and an overall optimized system

design is developed.

To evaluate the mission performance of a candidate design, the TPM needs the following

parameters:

* total weight of stage 2

0 motor thrust time history

* mass flow time history

* payload weight

e initial flight path angle

The total weight of a second stage design comes from summing the individual component

weights. The STM model provides weights for the motor case, liner, external protective material

(EPM) and internal insulation. Propellant weight is 22,100 pounds for all designs (Chapter 4).

Nozzle and thrust vector control (TVC) weights are calculated with either the Aerojet AIDE II

package (for ISC) or by using a linear interpolation model (for conventional) based on the weights of

some existing systems (see Chapter 4). The weight of additional structure (igniters, raceway cover

and cabling, all electrical components, stage separation components and interstage structure, skirts,

and other (miscellaneous) components is added as required for a particular design configuration.

All these weights are added to determine the total design stage weight.

The total stage weight and the mass flow and thrust histories are input into the TPM. This

model is iterated (by varying payload and the initial flight path angle) until an energy ratio of

close to 1.0 is achieved at the desired burnout flight path angle (differs slightly depending on the

payload - Appendix A). The maximum payload is then used as the measure of mission performance

capability.

6.2.2 Design Option I: ISC Cylindrical Stage . From Chapter 5, the optimal motor design

variables for this design configuration (Figure 6.1) are Ath = 45in.2 , F* = 1in., and R• = 5.437in.

When these parameters are used in the propulsion model, the results are shown in Table 6.1. Note
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Parameter Value

Tburn 80.0 sec.
Pmaz 1344.89 psia

Thrust.,,, 79613 lbf

Table 6.1. ISC Cylindrical Stage Motor Design Parameters

that average thrust is given in Table 6.1, but the actual thrust and mass flow histories as a function

of time are input to the TPM. Using these design variables and parameters, the design weights for

case, liner, skirt, ISC components, insulation, and EPM were determined with the STM and AIDE

II models. Weights for igniter and "miscellaneous" (electrical and instrumentation, separation

system, raceway) were taken directly from estimates for the MM III system . As can be seen in

Figure 6.1, an interstage structure is required to connect stage 2 with the post-boost vehicle. An

estimate for this interstage weight is calculated using a scaling of the actual MM III Stagel-Stage2

interstage weight.

A complete summary of the design characteristics and weights for the ISC Cylindrical Stage

NEMESIS design is presented in Table 6.2.

This design was evaluated with the TPM to determine mission performance. Results are

presented in Table 6.3.

6.2.3 Design Option 2: ISC Conical Stage . The optimal motor design variables for this

design configuration (Figure 6.2) are: Ah = 54.9in. 2, F* = 4in., R* = lOin. Using the same

procedure described in the previous section, design characteristics and weights are presented in

Table 6.4. Note that since the stage tapers to the aft diameter of the post- boost vehicle, no

heavy interstage structure is required with this design. However, the longer case (a direct result of

tapering) together with the additional case and insulation thicknesses (required for the increased

burn pressure associated with this design) results in a net increase (4.6 pounds) in overall structural

weight, with a corresponding dip in performance (Table 6.5).

6.2.4 Design Options 3A and 3B: Conventional Cylindrical Stage. Two designs are inves-

tigated within the basic configuration of a conventional cylindrical stage:
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Design Characteristics Value

Case Outer Diameter 66 inches
Stage Length 15.5 ft
Case Volume 225.3 ft 3

Propellant Density 0.0624326 Ibm/in 3

Average Thrust 79,613 ibf
Total Impulse 6,369,050 ibf . sec
Burn Time 80.0 seconds
Burn Pressure (max) 1344.89 psi
I.p 288.77 lbf . sec/Ibm
Structural Ratio 0.07064

Component Weight Estimate Pounds

Electrical and Instrumentation 40
Separation System 15
Structures

Forward Closure 23.9
Attachment Structure 343
Skirts 10
Raceway 10

Igniter 20
Liner 74.5
Nozzle 423
TVC 56.3
Insulation 206.5
Case 270.9
External Insulation 185.9
Total Structural Weight 1679
Propellant 22100

Table 6.2. ISC-Cylindrical Stage Design

1. A large (66 inch) diameter stage that matches the Stage 1 diameter and requires additional

interstage structure to mate with the post-boost vehicle (Figure 6.3).

2. A small (52 inch) diameter stage that requires interstage between Stage I and Stage 2, but

no significant structure between Stage 2 and the post boost vehicle (Figure 6.4).

Since Chapter 5 shows that optimal performance of a conventional cylindrical design corresponds to

minimum allowable port area design, the results of the optimization of the large-diameter cylinder

Specific Energy Ratio Max Payload Max g's Initial Flt Pth Ang Final Flt Pth Ang

0.9997 1820 9.234 77.9u 23.19 :

Table 6.3. Mission Performance of ISC Cylindrical Stage - Option 1
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Design Characteristics Value

Case Outer Diameter
bottom 66 inches
top 52 inches

Stage Length 17.88 ft
Case Volume 247.98 ft 2

Propellant Density 0.0624326 Ibm/ins

Average Thrust 101,468 Ibf
Total Impulse 6,331,610 lbf . sec
Burn Time 62.4 seconds
Burn Pressure (max) 1547.0 psi
Ip 287.4 lbf - sec/lbm
Structural Ratio 0.07280

Component Weight Estimate J Pounds

Electrical and Instrumentation 40
Separation System 15
Structures

Forward Closure 19.2
Attachment Structure 280
Skirts 10
Raceway 10

Igniter 20
Liner 97.6
Nozzle 440.6
TVC 66.4
Insulation 220.4
Case 332.8
External Insulation 183.6
Total Structural Weight 1735.6
Propellant 22100

Table 6.4. ISC-Conical Stage Design

were applied directly for the smaller diameter case (i.e. minimum port area was assumed to provide

the optimum performance). Two cylindrical designs are therefore presented in Table 6.6 (66 inch

case) and Table 6.7 (52 inch case). The associated performance is given in Table 6.8.

6.2.5 Design Option 4: Conventional Conical Stage . The optimal motor design param-

eters for this configuration (Figure 6.5 ) are: Ath = 60in.2, F* = 4in., R• = loin. When these

parameters are used to generate motor design characteristics and corresponding stage weights, the

results are as given in Table 6.9. Associated performance is given in Table 6.10.

6.2.6 Summary of Mission Performance Results . The results of the mission performance

analysis of the five design configurations presented in the preceeding sections is given in summary
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Specific Energy Ratio Max Payload Max g's Initial Fit Pth Ang Final Fit Pth Ang
1.0000 1730 11.8 77.55 23380

Table 6.5. Mission Performance of ISC Conical Stage - Option 2

form in Table 6.11. The mission performance criteria of payload capability associated with an

energy ratio ;t 1.0 shows that the ISC designs outperform all of the conventional designs. All five

designs are within specification constraints for maximum allowable acceleration, burnout flight path

angle and total system weight, and each can carry a payload heavier than 1500 pounds. Therefore,

all five designs are feasible according to the mission performance criteria.

6.3 Readiness Results

6.3.1 Overview . This section summarizes the results of the Readiness Analysis, which

is presented in detail in Appendix D. The decision criteria for this aspect of the overall system

design uses only the results of the availability analysis presented in Appendix D. Reliability results

are presented only in terms of a required allocation, and a subjective analysis was done of "other"

logistics support factors, so only the availability analysis provides a truly objective criteria upon

which to base a comparison of the designs. Availability is defined, the failure modes of an ICBM are

discussed, the procedure used to model ICBM availability is summarized, and results are presented

for a 3-stage baseline, a 2-stage ISC design, and a 2-stage conventional design. The availability

decision criteria is presented in terms of an availability ratio comparing 2-stage alternatives to the

baseline.

6.3.2 Availability Definition. The definition of availability is taken from Kapur and Lam-

berson's (60) definition of "intrinsic availability":

* intrinsic availability - the probability that a system is operating in a satisfactory manner at

any point in time when used under stated conditions. It is a more restrictive measure than

availability in that administrative and logistics time connected with the repair cycle (included

in the availability measure) are left out. For example, unavailability of spare parts decreases

the availability of a system, but does not impact the intrinsic availability.
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Design Characteristics Value

Case Outer Diameter 66 inches
Stage Length 16.68 ft
Case Volume 225.15 ft2

Propellant Density 0.064131 Ibm/in3

Average Thrust 101,160 lbf
Total Impulse 6,332,640 lbf-sec
Burn Time 62.6 seconds
Burn Pressure (max) 1744.4 psi
IaP 287.4 lbf- sec/lbm
Structural Ratio 0.07532

Component Weight Estimate Pounds
Electrical and Instrumentation 40
Separation System 15
Structures

Forward Closure 58.3
Attachment Structure 445
Skirts 10
Raceway 10

Igniter 20
Liner 106.3
Nozzle 350
TVC 105
Insulation 193
Case 309.9
External Insulation 135
Total Structural Weight 1798
Propellant 22100

Table 6.6. Conventional-Cylindrical Stage Design (66 in. diameter)

Mathematically, this can be expressed as

OperatingTime
OperatingTime + ActiveRepairTime

This definition is consistent with the concept development or preliminary design phase into which

this project fits, and it focuses only on those areas that are within the controllable scope of the

project.

6.3.3 Failure Modes and the Basic Model . Over the years, the following ICBM failure

modes have been identified:
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Design Characteristics Value

Case Outer Diameter 52 inches
Stage Length 22 ft
Case Volume 240.86 ft2

Propellant Density 0.064131 Ibm/in3

Average Thrust 129,582 lbf
Total Impulse 6,194,000 lbf.sec
Burn Time 47.8 seconds
Burn Pressure (max) 1565 psi
I'p 281.3 lbf- sec/lbm
Structural Ratio 0.0705

Component Weight Estimate Pounds

Electrical and Instrumentation 40
Separation System 15
Structures

Forward Closure 40.7
Attachment Structure 325
Skirts 10
Raceway 10

Igniter 20
Liner 119.1
Nozzle 350
TVC 105
Insulation 198.6
Case 310.6
External Insulation 132.7
Total Structural Weight 1676.7
Propellant 22100

Table 6.7. Conventional-Cylindrical Stage Design (52 in. diameter)

"* age-related service life limitations of liners, propellant, igniter ordnance, nozzle entrance caps,

o-ring seals, batteries, flight control ordnance, stage separation and skirt jettison ordnance,

and post-boost vehicle liquid propellants

"* guidance system and payload failures on fielded systems (maintenance driver on current sys-

tem)

Option Specific Energy Ratio Max Payload Max g's Initial Fit Pth Ang Final Fit Pth Ang

3A (66 in.) 1.0000 1690 12.02 77.450 23.50u
3B (52 in.) 0.9945 1675 18.27 76.900 23.130

Table 6.8. Mission Performance of Conventional Cylindrical Stage - Options 3A, 3B
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Design Characteristics Value

Case Outer Diameter
bottom 66 inches
top 52 inches

Stage Length 19.32 ft
Case Volume 269.24 ft2

Propellant Density 0.064131 Ibm-in3

Average Thrust 115,664 lbf
Total Impulse 6,331,610 lbf.sec
Burn Time 53.8 seconds
Burn Pressure (max) 1509.1 psi
Ip 282.4 lbf. sec/ibm
Structural Ratio 0.07120

Component Weight Estimate Pounds
Electrical and Instrumentation 40
Separation System 15
Structures

Forward Closure 41.7
Attachment Structure 335
Skirts 10
Raceway 10

Igniter 20
Liner 120.31
Nozzle 350
TVC 105
Insulation 212.2
Case 283.5
External Insulation 151.4
Total Structural Weight 1694.1
Propellant 22100

Table 6.9. Conventional-Conical Stage Design

"* field downstage failures in flight control equipment, command signal decoder and raceway

cables

"* random flight or static fire failures of motors, flight control equipment, ordnance, guidance

set, post-boost vehicle and reentry systems

"* random personnel-induced handling failures

The scope of this design project is focused on a single stage motor replacement for the current

Minuteman stages 2 and 3. Therefore, no re-design is intended in Stage 1, the missile guidance

set or the post-boost vehicle. For modeling purposes, any failure and repair of these components

will be the same for both the baseline and the 2-stage design. In the case of the stage igniters and

ordnance and the interstage ordnance, no design change is planned other than to remove the need
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Specific Energy Ratio I Max Payload I Max g's [ Initial Fit Pth Ang Final Fit Pth Ang

0.9990 1 1675 1 14.92 77.150 23.44u

Table 6.10. Mission Performance of Conventional Conical Stage - Option 4

Opt Eng Ratio ] Payload ] Max g -y7, ] y Sys Wt (lbs)

1 0.9997 1820 9.234 77.9u 23.190 75,830
2 1.0000 1730 11.8 77.550 23.380 75,887

3A (66 in.) 1.0000 1690 12.02 77.450 23.500 75,849
3B (52 in.) 0.9945 1675 18.27 76.900 23.130 75,828

4 0.9990 1675 14.92 77.150 23.440 75,745

Table 6.11. Mission Performance of All NEMESIS Design Options

for an entire set of this equipment (no stage 3 ingnition needed and no stage 2-stage 3 separation

required). The differences between the predicted reliability or availability, then, will come from

"* removal of potential failure mechanisms due to reduction in number of stages

"* any specific reliability improvements in the project's stage 2 motor design (conventional or

integrated bLage)

To account for differences due to both stage reduction and fundamental design change, these ele-

ments are included in the series system models:

"* Stage 1

"* Post-Boost Vehicle and Payload

"* Missile Guidance Set

"* Command Signal Decoder

"* Upper stage - PBV Separation Ordnance

"* Stagei Flight Control Subsystem

"* Stagei Propulsion Subsystem (propellant, propellant-liner bonding, nozzle components)

"* Stage, Igniter Ordnance

"* Stage, Flight Control Subsystem Ordnance
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"* Stage 1-2 Separation Ordnance

"* Stage 2-3 Separation Ordnance (3-stage model only)

The first four elements listed are constant (unchanged) for all designs. Differences due to ordnance

are due only to reduction in numbers of stages, not to any fundamental changes in the design of

these elements. Differences due to flight control and propulsion subsystems are impacted by both

reduction in number of stages and fundamental changes in design, so fidelity is required in these

two components, but nowhere else.

6.3.4 Model Elements . The failure and repair mechanisms associated with each model

element presented in the previous section are modeled mathematically using appropriate stochastic

distributions (see Appendix D). Discussion of the expected design changes associated with new

liners, propellants, and flight control equipment is presented in Chapter 4. The corresponding

Markov element models are derived in Appendix D.

For the 3-stage baseline, system availability is the product of 17 element availabilities:

* reentry system

* stage separation systems (3 needed)

e missile guidance set

9 stage 3 liner, propellant, flight control equipment, igniter and TVC ordnance

* stage 2 liner, propellant, flight control equipment, igniter and TVC ordnance

* command signal decoder

* stage 1

For the 2-stage design, the number of system elements is reduced to 11 (for a conventional design) or

to 10 (for an integrated stage design). A summary of two-stage system elements is now presented.

For the integrated stage design:

9 reentry system, missile guidance, command signal decoder and stage 1 same as above

9 two sets of stage separation equipment

* second stage liner, boron propellant, igniter, and hot gas valves
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and for the conventional design:

e reentry system, missile guidance, command signal decoder, stage 1

* two sets of stage separation equipment

e liner, aluminum propellant, igniter, actuators, flight control equipment

6.3.5 Results of Availability Analysis. The calculated system "real"availabilities are now

presented for the 3-stage baseline, one Integrated Stage NEMESIS design option, and one con-

ventional option. It is again important to note that though the parameters for the 3-stage design

were based on Minuteman III data, the model of availability used in this report was not intended

to match reported System Availability in the Weapon System Effectiveness Reports. Rather, the

intent was to baseline an availability yardstick for 2-stage design evaluation. Therefore, these model

numbers, which do not account for all logistics elements involved in a true system availability anal-

ysis, should not be construed as reflecting the actual reported Minuteman Availability. In fact, a

true comparison would need to be classified, and that problem was intentionally avoided for this

study.

The calculated system "real" availabilities over a period of twenty years are given below. Recall

that "real" system availability was defined in Section 3 as the percentage of time that an asset would

actually operate as intended if the user began a mission execution. The fact that a missile could sit

failed and therefore "unavailable" in the silo for a period of time before the failure is detected is

accounted for in these calculations.

3-STAGE "REAL" AVAILABILITY

(USING Mi = SLE FOR ELEMENT CALCULATIONS)

YEAR SYSTEM AVAILABILITY

0.50000 0.98076643779529
1.00000 0.97595973106006
2.00000 0.96658887461609
3.00000 0.95753150396677

* 4.00000 0.94877620415692
5.00000 0.94031275947876
6.00000 0.93212316954753
7.00000 0.92415610480403
8.00000 0.91620720942807
9.00000 0.90741715621602

10.00000 0.89460360984377
* 11.0000 0.86853779207278

12.0000 0.81007298715534
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13.0000 0.69517707988211
14.0000 0.51838739732669
15.0000 0.31691701860479
16.0000 0.15201077072682
17.0000 5.6206251992312D-02
18.0000 1.6342271926321D-02
19.0000 4.0175482736661D-03
20.0000 9.6104333067406D-04

2-STAGE (INTEGRATED STAGE)
"REAL" AVAILABILITY
(USING WEIBULL PARAMETERS AND MI = SLE
AS APPROPRIATE)

YEAR SYSTEM AVAILABILITY

0.50000 0.98197049887035
1.00000 0.97716045534430
2.00000 0.96777806991798
3.00000 0.95870955574999
4.00000 0.94994349764175
5.00000 0.94146992770754
6.00000 0.93327200805903
7.00000 0.92529903319264
8.00000 0.91735961955578
9.00000 0.90885708120251

10.00000 0.89834735205013
11.0000 0.88304899097819
12.0000 0.86858919467338
13.0000 0.81931820161137
14.0000 0.75953227726334
15.0000 0.67578778382137
16.0000 0.56974298095295
17.0000 0.44978303648227
18.0000 0.32949343356189
19.0000 0.22295734208270
20.0000 0.13955675058805

2-STAGE (CONVENTIONAL STAGE)
"REAL AVAILABILITY"
(USING WEIBULL PARAMETERS AND MI = SLE

AS APPROPRIATE)

0.500000 0.98136828367189
1.00000 0.97655990865375
2.00000 0.96718328553644
3.00000 0.95812018592779
4.00000 0.94935763216118
5.00000 0.94087806707175
6.00000 0.93264393724348
7.00000 0.92457832166004
8.00000 0.91652568507258
9.00000 0.90811840958917

10.00000 0.89822423724963
11.0000 0.88331204640022
12.0000 0.85476190145032
13.0000 0.79805088336619
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14.0000 0.69907623621054
15.0000 0.55748982267722
16.0000 0.39495143781742
17.0000 0.24553434291005
18.0000 0.13470007392556
19.0000 6.7251769785559D-02
20.0000 3.2583629688547D-02

As can be seen in the results, the two-stage alternative designs track the high availability

of the baseline very well for the first ten years of operation. The risk associated with the boron

propellants, the new liners and the hot gas valves (in the integrated stage designs) appears to be

offset by the gains due to the reduction of an entire set of equipment associated with the extra

stage. After year 10, a fairly dramatic improvement can be seen in the availability of the two-stage

design. Fewer failures can be expected as the years go on with this design, hence availability falls

at a much slower rate than is seen with the 3-stage vehicle. These observations should be tempered

by the fact that several design life improvements are already on contract for MM III, and gains

made by these potential improvements are not reflected in the baseline calculations presented here.

The availability ratio can now be calculated from the simulation results. Year 10 is picked as

a baseline for comparison for two reasons:

1. It is long enough into the expected life of the system so that even some age-related failures

could start to show up.

2. It is not so far into the expected life that unfair comparisons of the 17 year baseline liner and

the 35 year design liner will predominate.

The availability ratio is calculated using

AVraio = AVlNEMESIS(10)

AVbaeU.e(10)

For the ISC designs,
0.89834735205013

AVrato = 0.894035083 = 1.0041848050.89460360984377
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For the conventional designs,

0.89822423724963
AVratio = 0.9243293= 1.0040471860.89460360984377

These results are essentially equivalent, so there really does not seem to be any significant difference

between the ISC and conventional approaches. Technical risk associated with the ISC designs seems

to be somewhat offset by the design simplicity of the hot gas valve thrust vector control system.

Both approaches at least match the baseline availability requirement.

6.4 Life Cycle Cost Analysis Results

6.4.1 Overview. This section focuses on the results of the cost estimating efforts. Specif-

ically, it presents the program design, development, test and evaluation (DDT&E) and production

estimates for the alternative booster designs, as determined by the STACEM cost model. The one-

time costs of booster integration (refitting) are also identified. Because of the similarity in designs

from an operations and support perspective, one O&S estimate is presented for all designs. The

Strategic Missile Cost Estimating (STRAMICE) model was chosen for the operations and support

cost estimate. Finally, for comparative purposes, a status quo Minuteman III baseline estimate is

contrasted with total O&S figures under a conversion program where a constant force of 500 mis-

siles is maintained. Years cited in this chapter are fiscal years (FY) and all cost figures presented

are expressed in FY 1992 dollars.

The first section of this chapter gives a detailed weight breakdown for the components that

make up each alternative design. While this was sufficient to estimate system performance, the

complexity factors (see Chapter 4) associated with the technologies included in each design choice

must be included as an additional input to STACEM.

With system component weights and associated complexity factors determined, a total life

cycle cost for each design can be estimated. The life cycle cost for each optimal design (integrated

stage conical vs constant diameter, conventional conical vs constant diameter) is evaluated. The

conventiolial cylindrical design with the 52 inch diameter is priced as a fifth design alternative. The

optimal designs provide for maximum performance within the program constraints and "reasonable"

risks (reflected in the complexity factors) for the technologies involved. Since life cycle costs are a
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critical aspect of any program today, the tradeoffs between performance and cost must be seriously

considered. The integrated stage approach represents higher risk due to the state of development

of the technologies, but performance (payload capability and availability), as shown in the previous

sections, is better. The conventional approach involves less development initially, but the reduced

performance must be considered in the determination of the "best" system design.

6.4.2 DDT6E and Production Costs . DDT&E and production cost schedules and esti-

mates for the five proposed booster designs are now presented. These estimates are generated by

STACEM.

OPTION 1 - ISC CYLINDRICAL
DDT&E and Production Cost Breakdown Totals

FY 1992, $Thousands

CBS Amount Percent
number Cost Category $Thousand of Total

0 Total DDT&E and Production Cost: 733,002 100.00

1. Solid Rocket Booster Production: 636,874 86.89

1.01 .Electrical k instrumentation 41,650 5.68
1.02 .Separation system 8,631 1.18
1.03 .Structures 15,032 2.05
1.04 .Solid rocket motor 335,077 45.71
1.04.1 .. Case 60,843 8.30
1.04.2 .. Insulation 12,992 1.77
1.04.3 .. Liner 1,296 .18
1.04.4 .. Solid fuel 109,190 14.90
1.04.5 .. Nozzle 75,978 10.37
1.04.6 .. Thrust vector control 54,112 7.38
1.04.7 .. Ignition system 3,113 .42
1.04.8 .. Preship-assembly & checkout 7,106 .97
1.04.9 .. Additional motor-level items 10,448 1.43
1.05 .Flight recovery equipment 0. .00
1.06 .Shipping and logistics 1,345 .18
1.07 .Booster program support 35,392 4.83
1.08 .Additional booster-level items 49,288 6.72
1.09 .Overall systems support 25,954 3.54
1.10 .Additional G&A and fees 124,506 16.99
1.10.1 .. General & Administrative 51,237 6.99
1.10.2 .. Fees 73,269 10.00

5. DDT&E 96,128 13.11

5.01 .Stage engineering 7,852 1.07
5.02 .Propulsion 11,198 1.53
5.03 .Training 351 .05
5.04 .Test hardware 8,306 1.13
5.05 .Test operations 41,429 5.65
5.06 .Facilities 23,928 3.26
5.07 .Ground support equipment 457 .06
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5.08 .System integration 2,244 .31
5.09 .Tooling 268 .04
5.10 .dditional G&A and fees 95 .01
5.10.1 .. General & Administrative 54 .01
5.10.2 .. Fees 42 .01

OPTION 2 - ISC CONICAL
DDTUE and Production Cost Breakdown Totals

FY 1992, $Thousands

CBS Amount Percent
number Cost Category $Thousand of Total

0 Total DDTUE and Production Cost: 747,236 100.00

1. Solid Rocket Booster Production: 651,029 87.12

1.01 .Electrical & instrumentation 41,650 5.57
1.02 .Separation system 8,631 1.15
1.03 .Structures 11,824 1.58
1.04 .Solid rocket motor 347,528 46.51
1.04.1 .. Case 62,689 8.39
1.04.2 .. Insulation 13,315 1.78
1.04.3 .. Liner 1,347 .18
1.04.4 .. Solid fuel 109,190 14.61
1.04.5 .. Nozzle 82,556 11.05
1.04.6 .. Thrust vector control 57,777 7.73
1.04.7 .. Ignition system 3,113 .42
1.04.8 .. Preship-assembly & checkout 7,134 .95
1.04.9 .. Additional motor-level items 10,407 1.39
1.05 .Flight recovery equipment 0. .00
1.06 .Shipping and logistics 1,347 .18
1.07 .Booster program support 36,627 4.90
1.08 .Additional booster-level items 49,290 6.60
1.09 .Overall systems support 28,860 3.59
1.10 .Additional G&A and fees 127,273 17.03
1.10.1 .. General & Administrative 52,376 7.01
1.10.2 .. Fees 74,897 10.02

5. DDTUE 96,207 12.88

5.01 .Stage engineering 7,633 1.02
5.02 .Propulsion 11,216 1.50
5.03 .Training 351 .05
5.04 .Test hardware 8,577 1.15
5.05 .Test operations 41,429 5.84
5.06 .Facilities 23,928 3.20
5.07 .Ground support equipment 452 .06
5.08 .System integration 2,246 .30
6.09 .Tooling 277 .04
5.10 .Additional G&A and fees 99 .01
5.10.1 .. General & Administrative 55 .01
5.10.2 .. Fees 43 .01
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OPTION 3A - CONVENTIONAL 66in.CYLINDRICAL
DDT&E and Production Cost Breakdown Totals

FY 1992, $Thousands

CBS Amount Percent
number Cost Category $Thousand of Total

0 Total DDTUE and Production Cost: 1,040,800 100.00

1. Solid Rocket Booster Production: 952,776 88.95

1.01 .Electrical k instrumentation 41,650 4.00
1.02 .Separation system 8,631 .83
1.03 .Structures 19,390 1.86
1.04 .Solid rocket motor 541,042 50.06
1.04.1 .. Case 61,143 5.87
1.04.2 .. Insulation 12,697 1.22
1.04.3 .. Liner 1,376 .13
1.04.4 .. Solid fuel 65,434 6.29
1.04.5 .. Nozzle 178,951 17.19
1.04.6 .. Thrust vector control 180,828 17.37
1.04.7 .. Ignition system 3,113 .30
1.04.8 .. Preship-assembly k checkout 7,090 .68
1.04.9 .. Additional motor-level items 10,408 1.00
1.05 .Flight recovery equipment 0. .00
1.06 .Shipping and logistics 1,343 .13
1.07 .Booster program support 59,665 5.73
1.08 .Additional booster-level items 49,317 4.74
1.09 .Overall systems support 43,764 4.20
1.10 .Additional G&A and fees 180,984 17.39
1.10.1 .. General & Administrative 74,479 7.16
1.10.2 .. Fees 106,505 10.23

S. DDT&E 115,024 11.05

5.01 .Stage engineering 8,091 .78
5.02 .Propulsion 26,508 2.45
5.03 .Training 351 .03
6.04 .Test hardware 11,616 1.12
6.05 .Test operations 41,429 3.98
5.06 .Facilities 23,928 2.30
6.07 .Ground support equipment 806 .08
6.08 .System integration 2,682 .26
6.09 .Tooling 452 .04
6.10 .Additional GkA and fees 161 .02
5.10.1 .. General & Administrative 90 .01
6.10.2 .. Fees 71 .01

OPTION 3B - CONVENTIONAL 62in. CYLINDRICAL
DDT&E and Production Cost Breakdown Totals

FY 1992, $Thousands

CBS Amount Percent
number Cost Category $Thousand of Total
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0 Total DDT&E and Production Cost: 1,047,118 100.00

1. Solid Rocket Booster Production: 932,095 89.02

1.01 .Electrical & instrumentation 41,650 3.98
1.02 .Separation system 8,631 .82
1.03 .Structures 14,285 1.36
1.04 .Solid rocket motor 529,703 50.59
1.04.1 .. Case 62,101 5.93
1.04.2 .Insulation 12,891 1.23
1.04.3 .. Liner 1,416 .14
1.04.4 .. Solid fuel 65,434 6.25
1.04.5 .. Nozzle 186,487 17.81
1.04.6 .. Thrust vector control 180,828 17.27
1.04.7 .. Ignition system 3,113 .30
1.04.8 .. Preship-assembly & checkout 7,095 .68
1.04.9 .Additional motor-level items 10,337 .99
1.05 .Flight recovery equipment 0. .00
1.06 .Shipping and logistics 1,344 .13
1.07 .Booster program support 60,576 5.79
1.08 .Additional booster-level items 49,265 4.70
1.09 .Overall systems support 44,422 4.24
1.10 .Additional G&A and fees 182,220 17.40
1.10.1 .. General & Administrative 74,988 7.16
1.10.2 .. Fees 107,232 10.24

5. DDT&E 115,023 10.98

5.01 .Stage engineering 7,805 .76
6.02 .Propulsion 25,515 2.44
5.03 .Training 351 .03
5.04 .Test hardware 11,891 1.14
5.05 .Test operations 41,429 3.96
5.06 .Facilities 23,928 2.29
5.07 .Ground support equipment 800 .08
5.08 .System integration 2,681 .26
5.09 .Tooling 459 .04
5.10 .Additional G&A and fees 163 .02
5.10.1 .. General & Administrative 92 .01
5.10.2 .. Fees 72 .01

OPTION 4 - CONVENTIONAL CONICAL
DDTUE and Production Cost Breakdown Totals

FY 1992, $Thousands

CBS Amount Percent

number Cost Category $Thousand of Total

0 Total DDTOE and Production Cost: 1,044,598 100.00

1. Solid Rocket Booster Production: 929,590 88.99

1.01 .Electrical & instrumentation 41,650 3.99
1.02 .Separation system 8,631 .83
1.03 Structures 14,692 1.41
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1.04 .Solid rocket motor 527,524 50.50
1.04.1 .. Case 63,577 8.09
1.04.2 .. Insulation 13,365 1.28
1.04.3 .. Liner 1,420 .14
1.04.4 .. Solid fuel 65,434 6.26
1.04.5 .. Nozzle 182,380 17.46
1.04.6 .. Thrust vector control 180,828 17.31
1.04.7 .. Ignition system 3,113 .30
1.04.8 .. Preship-assembly k checkout 7,097 .68
1.04.9 .. Additional motor-level items 10,310 .99
1.05 .Flight recovery equipment 0. .00
1.06 .Shipping and logistics 1,344 .13
1.07 .Booster program support 60,431 5.79
1.08 .Additional booster-level items 49,272 4.72
1.09 .Overall systems support 44,316 4.24
1.10 .Additional GMA and fees 181,730 17.40
1.10.1 .. General & Administrative 74,786 7.16
1.10.2 .. Fees 106,944 10.24

5. DDTUE 115,088 11.01

5.01 .Stage engineering 7,831 .75
5.02 .Propulsion 25,518 2.44
5.03 .Training 351 .03
5.04 .Test hardware 11,849 1.13
5.05 .Test operations 41,429 3.97
5.06 .Facilities 23,928 2.29
5.07 .Ground support equipment 800 .08
5.08 .System integration 2,681 .26
5.09 .Tooling 458 .04
5.10 .Additional GMA and fees 163 .02
5.10.1 .. General & Administrative 92 .01
5.10.2 .. Fees 71 .01

As evidenced by the estimates presented on the preceding pages, costs for booster DDT&E

and production vary significantly between the integrated stage and conventional designs. Some

explanation is needed to justify this difference.

Looking at the total stage structural weights, design 3A is the heaviest, and the other two

conventional designs are the lightest. DDT&E and production costs for these three options, how-

ever, are comparable. This might seem surprising unless the model is well understood. The first

important point to understand is that there is no simple linear relationship between total stage

weight and total stage cost. Rather, the relationship is a complex interaction among the model

cost estimating relationships (CERs) for all the elements of the work breakdown structure. The

variables of complexity, component weights, and stage volume show up in all levels of the CERs.

Therefore, the most important cost consideration, particularly in the production estimate, is the

distribution of weight among all the stage elements. The second thing to grasp is that some of
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the stage elements are used as variables in many more CERs than are other elements. Therefore,

a small change in a component of the stage motor, for example, could show up in many levels of

CERs, and therefore contribute to a significant difference in total system cost.

The significant difference between ISC and conventional stage costs, then, is explained only

by a careful inspection of the complex interactions among complexity factors, individual compo-

nent weights and total case volume as implemented in the CERs of the STACEM model. These

interactions are explained in some detail in the users manual (18) and in the Joyce/Poppert thesis

(59).

6.4-.2.1 Design, Development, Test, and Evaluation. The complexity factor assigned

to research, development, and testing is 0.6. For the first three sub- categories (stage engineering,

propulsion, and training), and the test operations and facilities sub-categories, complexity factors

did not change among designs.

Differences in individual booster component weights accounted for some of the differences

in estimated costs under the test hardware and tooling sub-categories. Key components were the

motor case, insulation, and propellant. Between these three components, the difference in design

weights amounted to st 50 pounds between the lightest integrated stage and heaviest conventional.

Because the integrated stage design components tended to be lighter, this difference in weights

partially explains the cost divergence.

Since the cost of ground support equipment, system integration, fees, and general and ad-

ministration charges are based on percentages of the costs discussed above, these categories further

contributed to the differences in estimates.

For the two categories of design, the largest cost categories in the DDT&E phase of the

life-cycle are the test operations and facilities. In both cases, costs associated with test opera-

tions accounted 40-43 percent of the total DDT&E cost, while the facilities category account for

approximately twenty-five percent of the cost.

6.4.2.2 Production. As stated earlier, the complexity factors, component weights, and

total case volume of the different categories plays a key role in the divergence of costs. The

integrated stage designs are consistently rated more complex in terms of cost risk; however, their
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overall estimated costs are lower due to the distribution of weight and total volume of the ISC

designs compared with the conventional designs.

The first two production cost sub-categories (electrical and instrumentation, separation sys-

tem) are the same among all designs because all assumed current MM III values for the related

variables. As such, the complexity factors and component weights are identical for the five boosters.

The next set of production cost categories addresses the solid rocket motor and individual

components of the motor. Differences in individual component weights, and complexity factor

ratings contributed to a variations in cost here also.

In the production phase, shipping and logistics costs are a function of total motor weight.

Total booster weight, total impulse, and average thrust are factors in the cost of the booster

program support and overall system support cost categories. The "additional booster level items"

cost category is a function of the total booster weight, the number of motors produced, and the

learning rate. Estimates for general and administration (G&A) charges are determined by taking

a percentage of the sum of all production costs calculated to this point. Finally, fees (contractor

profit) are calculated as a percentage of all these costs including the general and administrative

costs. It should be noted that STACEM estimates figures for G&A and fees in this manner, based

on historical patterns. In reality, fees are generally negotiated at some fixed amount since they

cannot be cost dependent under DoD guidelines.

It is not surprising that the largest cost categories under the production phase are admin-

istrative costs and solid rocket motors. Administrative costs account for approximately seventeen

percent of all costs for this phase. The solid rocket motor cost category accounts for between

forty-five and fifty percent of the total costs. A review of the costs reveals some substantial differ-

ences between the ISC (first number) and the conventional designs (second number). Major cost

sub-categories for the solid rocket motor are the case (approximately 18 versus 11 percent), the

propellant (approximately 33 versus 12 percent), the nozzle (approximately 23 versus 35 percent),

and the TVC/TVA (approximately 17 versus 34 percent). All percentages are of the motor pro-

duction costs. The gimballed nozzle is a major cost penalty in the conventional designs, driving

substantially higher production costs in both the nozzle and TVA. Over $200 million of the differ-

ence between production costs of the ISC designs versus the conventional designs can be attributed

to these two areas.
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As noted previously, total DDT&E and production costs for the designs range from approx-

imately $733.002 million to $1,047.118 million. Average unit cost of each of the 674 solid rocket

motors is roughly $1.1 million for thc integrated stage and $1.5 million for the conventional. Be-

cause unit costs include a fixed overhead component, these costs are expected to increase if fewer

than 674 motors are produced. In this case, fewer motors are available to absorb the fairly fixed

DDT&E and production set-up costs.

6.4-2.3 Booster litegration Costs. Integration of the proposed booster with MM III

components is assumed to occur at the Ogden Logistics Center. Costs associated with this one-

time effort include missile breakdown, buildup and roundtrip transportation. The estimated cost of

breakdown and buildup was $50,000 per missile. This recycling cost is based on the expert opinion

of a MM III production manager (59). The roundtrip transportation figures used are the actual

rates charged for MM III. These rates are station dependent and are listed below (59):

Minot AFB, ND - Hill AFB, UT: $27,616
Grand Forks AFB, ND - Hill AFB, UT: $27,616
F.E. Warren AFB, WY - Hill AFB, UT: $ 8,253
Nalstrom AFB, MT - Hill AFB, UT: $24,172

To arrive at the booster integration costs, the number of missiles at each base are multiplied

with the sum of the recycling and roundtrip transportation costs. These costs would be incurred

during the program phase-in period (2000 - 2010), according to the missile wing conversion schedule

(unknown at the time of the review). Calculations for the total estimated integration costs follow:

Minot AFB: 150 x ($50,000 + $27,616) = $11,642,400
Grand Forks AFB:150 x ($50,000 + $27,616) = $11,642,400
F.E. Warren AFB:150 x ($50,000 + $ 8,253) = $ 8,737,950
Malstrom AFB: 50 x ($50,000 + $24,172) = $ 3,708,600

Total Estimated Integration Costs: $35,731,350

6.4.3 Operations and Support Costs. The O&S cost model STRAMICE is used to generate

the estimate. The results are summarized below. The same O&S estimate for a two-stage NEMESIS

applies to all booster designs.

NK III Steady-State O\&S Estimate
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Annual OkS
Cost Element Dollars in Millions

I Unit Mission Personnel $213.545
2 Unit Level Consumption $10.518
3 Depot Maintenance $79.016
4 Sustaining Investment $26.027
5 Other Direct Costs $82.380
6 Installation Sup. Personnel $26.578
7 Indirect Personnel Support $58.724
8 Acquisition k Training $8.155

TOTAL: $504.943

Two-Stage NEMESIS Steady-State O&S Estimate

Annual O&S
Cost Element Dollars in Millions

1 Unit Mission Personnel $213.545
2 Unit Level Consumption $10.518
3 Depot Maintenance $74.416
4 Sustaining Investment $26.027
5 Other Direct Costs $82.380
6 Installation Sup. Personnel $26.578
7 Indirect Personnel Support $58.724
8 Acquisition & Training $8.155

TOTAL: $500.344

Based on the deployment schedule, O&S costs for each year of the program's assumed twenty

year service life are computed. Design specific O&S costs for a particular year are calculated as a

fraction of the steady-state rate above, in proportion to the cumulative number of two-stage missiles

activated. The calculations and resulting O&S schedule are presented below. These figures do not

include O&S costs related to the MM III ICBMs maintained during phase-in to keep a constant

force of 500.

20 Year Operations and Support Costs
Two-Stage NEMESIS ICBM Fleet

Boosters Cum. Weighted-Average
Year Activated Force Operating and Support Cost

2000 20 20 20/500 x 500.344 = $ 20.014
2001 53 73 73/500 x 500.344 = $ 73.050
2002 53 126 26/500 x 500.344 = $ 26.087
2003 53 179 179/500 x 500.344 = $179.123
2004 53 232 232/500 x 500.344 = $232.160
2005 53 285 285/500 x 500.344 = $285.196
2006 53 338 338/500 x 500.344 = $338.233
2007 53 391 391/500 x 500.344 = $391.269
2008 53 444 444/500 x 500.344 = $444.305
2009 53 497 497/600 x 500.344 = $497.342
2010 3 500 500/500 x 500.344 = $500.344
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2011 500 500/500 x 500.344 = $500.344
2012 500 500/500 x 500.344 = $500.344
2013 500 500/500 x 500.344 = $500.344
2014 500 500/500 x 500.344 = $500.344
2015 500 500/500 x 500.344 = $500.344
2016 500 500/500 x 500.344 = $500.344
2017 500 500/500 x 500.344 = $500.344
2018 500 500/500 x 600.344 = $500.344
2019 500 500/500 x 500.344 = $500.344

Total Estimated
Program O&S Costs ($millions): $7,590.219

6.4.4 Comparison of Status Quo and Mixed Force OS. For the designs under review, the

status quo alternative is an unchanged MM III fleet of 500 missiles, maintained through the year

2019. To form a basis of comparison between O&S costs under the status quo and those for the

two-stage designs, the proposed modifications are viewed as a continuation of the MM III program.

In that respect, annual O&S costs during the twenty year life require a component for two-stage

missiles and one for the remaining Minuteman Ills, until conversion of all 500 missiles is complete.

Up to that point, annual O&S costs address a mixed force of 500 missiles.

Operations and support costs under the mixed force concept are determined by summing the

weighted-averages of the annual steady-state O&S estimates previously noted. For example, in the

second year of operations (2001), a total of 73 two-stage missiles will be in service. To maintain a

constant force of 500 missiles, 427 MM Ills will remain deployed. The O&S costs associated with

this mixed force are determined as follows:

Two-stage missiles: (73/500) x $500.344 million
Minuteman IIIs: + (427/500) x $504.943 million

Total O&S, FY 2001: $504.272 million

The resulting twenty year operations and support cost schedule for the mixed Minuteman

fleet is now presented. In the scenario presented, the constant outlays associated with steady-state

operations begin with the year 2010 and continue through the end of fiscal year 2019.

20 Year Operations and Support Costs
Mixed Minuteman ICBM Fleet

2-Stage 2-Stage MM III Mixed
Missiles Missile Missiles MM III Force

Year Deployed OkS Cost Deployed OS Cost OkS Cost
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2000 20 $ 20.014 480 $484.745 $504.759
2001 73 $ 73.050 427 $431.221 $504.272
2002 126 $126.087 374 $377.697 $503.784
2003 179 $179.123 321 *324.173 $503.297
2004 232 $232.160 268 $270.649 $502.809
2005 285 $285.196 215 $217.125 $502.322
2006 338 $338.233 162 $163.602 $501.834
2007 391 $391.269 106 $110.078 $501.347
2008 444 $444.305 56 $ 56.554 $500.859
2009 497 $497.342 3 $ 3.030 $500.372
2010 500 $500.344 0 $ 0.000 $500.344
2011 500 $600.344 0 $ 0.000 $500.344
2012 500 $500.344 0 $ 0.000 $500.344
2013 500 $500.344 0 $ 0.000 $500.344
2014 500 $500.344 0 $ 0.000 $500.344
2015 500 $500.344 0 $ 0.000 $500.344
2016 500 $500.344 0 $ 0.000 $500.344
2017 500 $500.344 0 $ 0.000 $500.344
2018 600 $500.344 0 $ 0.000 $500.344
2019 500 $500.344 0 $ 0.000 $500.344

Total Estimated
Nixed Fleet O&S Costs ($millions): $10,029.093

Based on the Minuteman III steady-state estimate of annual O&S expenditures, the cost of

the status quo alternative is $10,098.86 million (20 years x $504.943 million per year). This assumes

no dramatic life extension measures are undertaken. The total estimated O&S savings of adopting

one of the proposed two-stage booster designs is $69.767 million ($10,098.860 million - $10,029.093

million).

To determine where specific cost savings would be realized, cost elements 3.1 and 3.2 (missile

and guidance depot maintenance) are analyzed with the related cost factors for the revised STRAM-

ICE cost model. The review shows that 88.6 percent of the annual steady-state O&S savings is

attributable to the AIMS guidance assumption noted on page 4-12. Reductions in depot missile

repair w(,rkload for a two- stage system account for the remaining 11.4 percent of the savings.

These percentages hold constant for the twenty year O&S comparison as well. Consequently, of the

estimated $69.767 million in savings over the proposed missile's operational life, $61.824 million is

related to the AIMS guidance and $7.943 million is due to the two- stage design.

6.4.5 Costs Summary. This section highlights the results of the cost estimating efforts. It

presents program design, development, test and evaluation (DDT&E) and production estimates for

the alternative booster designs, as determined by the STACEM cost model. The one-time costs of

booster integration (refitting) are then identified. Using a revised STRAMICE model and simple
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weight-average techniques, one O&S cost schedule for all 2-stage approaches is produced. Finally,

a status quo MM III baseline estimate is contrasted with total O&S figures under a conversion

program scenario where a constant force of 500 missiles is maintained over the program life. Years

cited in this chapter are fiscal years and all cost figures presented are expressed in FY 1992 dollars.

6.5 Summary of Results - The System Performance Matriz

The results of the NEMESIS systems engineering study are summarized in Table 6.12. Note

that only the DDT&E and Production costs (STACEM outputs) are presented in Table 6.12. The

booster integration costs and the O&S costs are the same for all design alternatives and therefore

add nothing to the comparative analysis of the five designs. The results are discussed, and some

recommendations are made in the next chapter.

DESIGN MISSION PERF. COST AVAILABILITY
OPTION (PAYLOAD) (STACEM) (RATIO)

(pounds) SM
1 1820 733.002 1.0042
2 1730 747.236 1.0042

3A 1690 1,040.800 1.0040
3B 1675 1,047.118 1.0040
4 1675 1,044.598 1.0040

Table 6.12. The System Performance Matrix
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9I

VIL Conclusions and Recommendations

7.1 Introduction

In Chapter 6, the results of this systems engineering design/integration study are presented

in terms of the three key evaluation criteria: mission performance, life cycle cost, and system

readiness. The presentation in this chapter examines the results in the context of the decision

criteria discussed in Chapter 2:

* Mission Performance Criteria (MPC)

* Cost Analysis Criteria (CAC)

* Readiness Criteria (RC)

Each of the five NEMESIS designs is shown to be feasible in terms of both mission performance

and system readiness. In terms of cost, the ISC approach is clearly the best. The five designs are

now compared to see if a particular design stands out as "best" and the conclusions are presented

in the next section.

The design study would be incomplete, however, without a thorough discussion of the con-

clusions in terms of the study limitations and recommendations for further research. These recom-

mendations complete the preliminary design study and establish the groundwork for a potential

prototype development phase in the systems engineering process.

7.2 Conclusions

Table 6.12 in Chapter 6 presents the performance of the five NEMESIS design options. The

results are presented again in Table 7.1, except that the overall ranking (1 for "best", 5 for "worst")

replaces the actual performance assessment criteria.

Option 1, the ISC Cylindrical design, rates as the best in all performance criteria. Option

2 (ISC Conical) rates just below Option 1 in mission performance and cost, and it outperforms

all the conventional options. Clearly, then, the ISC approach rates "best" overall in terms of the

results of this design study.

The performance differences, in terms of the payload-carrying capability, among the designs

are not very great: one hundred and fifty pounds difference from the best to the worst designs. In
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APPROACH OPTION MSN PERF ICOST IREADINESSRA

I _ _I ___ RANK j RANKI RANK7
ISC 1 1 1 1
ISC 2 2 2 1

CONV 3A 3 3 2

CONV 3B 4 5 2
CONV 4 4 4 2

Table 7.1. Ranking of Designs With Respect to Evaluation Criteria

light of the uncertainty associated with the models in the overall estimate of system weights, this

difference cannot be considered to be significant, and therefore, no design should be ruled out on

the basis of performance criteria alone.

In the area of cost, the conventional design costs are significantly higher than the costs

associated with the ISC designs. This is somewhat surprising, considering that the weights of

options 3B and 4 are lower, and complexity factors are lower for conventional technology in all

cases. However, as highlighted in Chapter 6, the production costs associated with the gimballed

nozzle technology and the associated distribution of system weight show up in many of the cost

estimating relationships, and this difference translates into significantly higher costs.

The difference in terms of system availabilitiy does not distinguish very well between the ISC

and conventional approaches. A much more sophisticated model is required to really highlight these

differences. Based on the results of this study, both ISC and conventional 2-stage designs should

be able to match or even exceed the excellent performance of the baseline.

To summarize the conclusions of the study:

1. All five designs presented in Chapter 6 are feasible. Each design can put a payload greater than

1500 pounds to the right point in space with sufficient total energy to meet the Minuteman III

mission requirements. However, none of the designed systems can carry the current (multiple

warhead, 2300 lb) payload with sufficient energy. Therefore, the two-stage approach (using

either ISC or conventional technology) is a viable alternative to the current system only for

single warhead and/or reduced range missions.

2. Each 2-stage design has the potential to meet or exceed the reliability and availability re-

quirements of the baseline. Meeting the system reliability requirement is dependent upon
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designing the motor chamber, thrust vector control and guidance subsystems with an in-

flight reliability of at least 0.97 (Appendix D). The ability to meet availability requirements

is facilitated by liner, guidance, and other system improvements that are already planned for

the next MM III remanufacture. These improvements would also have to be included in a

2-stage replacement.

3. The ISC approach is superior to the conventional approach in terms of cost. Performance

and readiness of the two approaches, given the direction, constraints and limitations of this

study, is roughly the same.

4. Within the ISC approach, both a large diameter cylindrical stage and a conical stage should

be studied further before one is selected over the other. The study results, in terms of both

performance and cost, are too close to be considered significantly different.

5. If a conventional approach is selected, the large diameter cylindrical design gives better per-

formance at lower cost.

Some discussion of the study constraints and limitations, along with some recommendations

for further study, are presented in the next section.

7.3 System Level Recommendations

If the two-stage approach is chosen for future MM III upgrades, one more system design study

is recommended. The new study would look at a true 2-stage replacement for the current system,

removing two key constraints of this study: using the existing first stage and the current post-boost

vehicle. No matter how good Stage 1 performance has been and is now, nothing lasts forever, and

a remanufacture will eventually have to be considered. An alternative to remanufacture could be

total replacement of MM III with a new 2-stage system that truly optimizes the vehicle to meet all

aspects of the required mission.

The NEMESIS designs presented in this study all have weight margin. The driving constraint

is the 27000 pound limit on the weight above Stage 1. NEMESIS stage 2 designs (with their

associated maximum payload) all weigh close to 25,600 pounds. If the propellant weight used in

the study (22,100 pounds) is allowed to increase, the models could be run and some additional
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performance could conceivably be achieved. This would be a minimum-effort extension of the work

already presented in this document.

The qualitative level of analysis done in this study for the Logistics Support factors of field

and depot support equipment, shipping containers, training equipment, test equipment, and main-

tenance/support/training manpower levels and skills needs to be quantified before the prototype

development phase begins. These factors can significantly impact overall life cycle cost, and so the

assumptions and simplifications used in this study should be tested and quantified.

7.4 Structural/Thermal Design & Modeling Recommendations

Several STM areas have been identified that require further study if NEMESIS is considered

for prototype development. First, charring of the insulation at the propellant/insulation boundary

was not taken into account. Charring occurs when Kevlax undergoes decomposition at approxi-

mately 450'C and forms a char layer. The char layer resists erosion much better than the virgin

material, but has different thermal and structural properties. Second, the thermal properties of

the EPM, case and insulation vary with temperature. Since, in the NEMESIS design, worst case

values are used in the thermal model, accounting for varying thermal properties will decrease EPM

and insulation thicknesses, and therefore decrease weight. Third, insulation erosion occurs when

the propellant is expelled at high enough velocities to shear off the insulation (Mach L 0.09). The

internal flow characteristics must be analyzed to determine the extent of this effect. Fourth, the

parameter driving insulation thickness is the case's ability to withstand heat and maintain its

structural properties. The NEMESIS design does not allow the case temperature to exceed 135'C.

Although the composite fibers can withstand a temperature well above 135 0 C, the requirement is

derived from the glass transition temperature of the composite resin. Morton Thiokol performed a

study on high temperature composites. Several commercially available fibers are used along with

high temperature resin to filament wind pressure vessels. Test results showed that high temperature

composites are structurally effective up to 315°C, a significant improvement over the NEMESIS

design. (70) Based on results from the thermal and weight models, internal insulation weight would

be reduced by approximately one-third for each design (a savings of up to 70 pounds). Fifth, as

mentioned previously, the particle impact requirement drives EPM design. If this requirement

becomes unnecessary and high temperature composite materials are used for the case wall, than
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the EPM system can be deleted altogether. High temperature composites can withstand 315*C,

which is more than sufficient for the 260*C aeroheating requirement. The resulting weight sav-

ings (up to 185 pounds) translates directly to increased payload capability. Sixth, the benefits

of filament winding need to be more accurately quantified. Due to the selection of fibers in the

EPM, case and internal insulation in the NEMESIS design, all three systems can be manufactured

using the filament winding process. The use of one manufacturing process results in significant cost

savings because less manufacturing equipment, process paperwork and learning will be required.

In addition, the filament winding process can be automated, which results in reduced manpower

requirements. Finally, integrated stage technology drastically reduces the cost of manufacturing

the case (i.e. two cases for the price of one).

With regards to the structural analysis of the design, several areas lend themselves to greater

study. Netting analysis is a well established and proven top level view of pressure vessel in-

tegrity, however, finite element analysis (FEA) would provide a more accurate representation of

stress/strain relationships. For example, localized buckling versus columar buckling would tend to

present a more accurate loading scheme for the design. Also, examining the necessity of maintain-

ing constant stress on the fibers while winding deserves greater analysis. In this light, examining

residual stresses, particularly thermal, on the fibers and the vessel itself after curing requires study.

Further, rather than analyzing based on typical fiber and resin properties, a need exists to identify

and produce test data on specific materials for missile usage. Finally, subscale testing of specific

filament wound designs of pressure vessels could provide substantial data to help compare vari-

ous designs. Overall, most STM recommendations and potential benefits lie in a greater in depth

analysis than time or resources allowed in this study.

7.5 Propulsion System Design & Modeling

7.5.1 Conventional Technology Review. The conventional designs investigated for this study

use a gimballed, flexseal nozzle with an electro-hydraulic actuator. This represents the technology

in the SICBM program. There are other design options available by incorporating new technologies.

Using hot gas valves with a conventional nozzle, which is not submerged into the case, is an approach

which could be exploited in a new design. The weight advantage and simplicity of the valve design

would be available, although the propellant would have to be piped from the aft dome to the valves.
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Also, the boron propellant would be required, or some other cleaner-burning propellant would have

to be developed. Partial submergence of the nozzle into the case would decrease the piping required

and save additional weight by decreasing the interstage which must cover the extended part of the

nozzle. Blow-down thrust vector actuation systems, which act much like the hot gas valves but

with their own source of gas, are another option within the conventional design. Although a fairly

heavy system, the nozzle can be fixed, which is simpler and lighter than a movable nozzle. The

SICBM uses this approach for their stage 2 booster, so it is well proven technology.

7.5.2 Weight Estimation. The weight estimating relationships developed within the study

are largely an extrapolation of data from existing systems. All estimations are intended to be

conservative, so the total may reflect a conservative estimation. Since weight is a strong drivei in

the models used to estimate the life cycle costs, more realistic estimations may mean a change in

the LCC estimate for any single design. A more detailed analysis of the weights for the components

that make up a stage should be completed as part of a follow-on study.

7.5.3 Grain Design. The optimization results of Chapter 5 show that the optimal perfor-

mance grain design has several active constraints. Most consistent of these is the lower limits

placed on slot thickness and tube inner radius. Post-optimality analysis indicates that relaxing

these constraints provides additional payload-carrying capability. To explore possible performance

improvements, additional research is needed to justify relaxing any of these constraints. In particu-

lar, the volume requirement for proper ignition is a driver in determining the grain design parameter

lower limits. Better modeling of the igniter gas flow characteristics within the slotted tube as well

as a better understanding of the requirements for proper propellant ignition are required. A smaller

slot and/or tube may be possible, or perhaps a larger igniter is necessary to decrease the initial

port volume. Several igniters placed at the top and bottom of the grain, instead of just at the top,

may also enable a decrease in initial port volume and an increase in motor performance. Further

attention may also be focused on the mechanical properties and loading conditions of the grain dur-

ing the burn. While not currently considered the driving constraint, changing the lower limits of

the grain design parameters may make structural concerns more critical. Overall, the slotted tube

grain design provides satisfactory performance, but it may be possible to improve the "optimal"

results.
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The slotted tube grain design provided the required regressive thrust profile. However, there

is certainly the possibility of better performing grain designs. The slotted tube design is relatively

simple (geometrically). This is necessary to allow for reasonable calculation of volume and burn

surface area as a function of burn distance. More "complex" grain designs may provide improved

performance, but require much more detailed modeling of port volume and burn surface area

functions. These more complicated designs may include more intricate geometric shapes, such as

a double-anchor grain design or other patterns which produce a regressive thrust profile. Also, the

modeling in this study assumed either constant or zero taper of the grain pattern along the length

of the motor. Many operational rocket motors have grain designs which employ highly tapered

ports near the ends of the grain. These inconsistencies in the length-wise port shape are used

to help control the burn surface area time history. These and other "tricks of the trade," such

as using inhibitor to control the thrust profile, make the modeling of the burning characteristics

unreasonably complicated for the scope of this preliminary design study. The slotted tube grain

design demonstrates the feasibility of the single stage replacement of the 2nd and 3rd stages of MM

III, but no claim is made that it is the "best" design possible.

7.6 Trajectory/Performance Simulation Recommendations

The trajectory/performance simulation used in this study incorporates several simplifying

assumptions commensurate with the level of detail required for a preliminary design analysis. These

assumptions include a non-rotating, spherical earth, restriction of the trajectory to a pure gravity

turn, and examining only the powered flight phase of the NEMESIS mission profile. In order to

proceed to the detailed design process, a more accurate, higher fidelity analysis tool is required.

Some recommendations for changes to upgrade the current simulation for the detailed design phase

follow. The most significant improvement to the current simulation can be acheived by modeling

the entire mission profile, not just the powered flight phase. However, incorporating this change

within the context of the current simulation would result in an extremely heavy computational

burden on the computer presently in use. A new approach is to use a trajectory optimizer routine

such as the POST simulation used by the Phillips Lab (see Appendix A). Using POST provides

the advantages of accounting for rotating, oblate earth effects, non-zero angles of attack and their

associated drag penalties, and includes provisions for analyzing the entire trajectory from launch

until warhead impact. With POST, the actual range of the missile, not an indirect predictor of the
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range such as the specific energy, is calculated. Furthermcre, POST is already developed, validated,

and verified to produce accurate reults, thus eliminating those steps in the modeling process.

Finally, direct, parameter-by-parameter comparisons between the MM III POST simulation and a

NEMESIS POST simulation can be made. Further trajectory analysis within the framework of a

POST simulation for the NEMESIS includes the variation of the initial time of transition to non-

vertical flight. This was not investigated using the current simulation in the interest of simplifying

the analysis. Instead, the MM III transition time of 3.15 seconds was used for all proposed designs.

Another possible area for investigation is the time and sequence of events associated with

the staging process. Again, the MM III staging sequence was assumed for the NEMESIS designs

for simplicity, but possible performance gains may be realized with a different coasting time or

stage separation event sequence. In summary, adoption of the POST simulation or a similar

event-oriented trajectory optimization program and investigation of the areas addressed above are

recommended if NEMESIS is to proceed to the detailed design phase.

7.7 Cost Model Recommendations

A major limitation of the majority of cost models is their reliance on previous program

data. This does not always incorporate the major technology advances that often show up as

lighter hardware, but higher material costs. The link between weight and costs is complicated

as more lightweight composite structures are developed which are very expensive to manufacture.

Existing cost models are based on "bending metal", and don't recognize that lighter items can be

even more expensive to produce due to the processes involved. STACEM was developed based on

data available on historical booster programs that generally used metal cases or early development

composites and gimballed nozzles. The development and production costs of the hot gas valves

and the forced-deflection nozzle may not be adequately estimated by STACEM. Neither approach

has been used historically and therefore no data to support the cost estimate from STACEM is

available. The validity of the cost estimating relationships in the model in these areas needs furthur

investigation to assure the estimates are reasonable.

The STRAMICE model was the best tool found to support the O&S cost of the LCC analysis.

Unfortunately, the model did not have the fidelity to show a manpower savings of a 2 stage booster

over 3 stages. The 2 stage designs investigated in this study showed higher availability that should

7-8



result in less work for the depots and an opportunity to reduce manpower for maintenance. Higher

availability should allow for less spare requirements and lower overall parts storage. Since O&S

costs are a considerable portion of life-cycle costs, a much more detailed analysis of the O&S costs

must be part of any follow-on study.

7.8 Reliability/Availability Recommendations

All documents reviewed for this study identify the missile guidance system as the reliability

and alert availability driver in the MM III system. Significant upgrades have been proposed for

the near term (Advanced Inertial Measurement System - AIMS) and for the long term (Guidance

Upgrade Program) (94). Any future system upgrade, whether two stages or three, must include a

guidance upgrade if significant improvement in reliability and availability is expected.

In this study, in-flight reliability of the 2-stage systems is analyzed, and allocations of motor

and thrust vector control reliability are made such that the system meets the baseline requirement.

No other approach made sense at this time, because usable data on the burn performance of boron

propellants and hot gas valve technology is insufficient or not available. Boron propellants have not

been tested in sufficient batch size to reasonably extrapolate results to a prediction of ICBM motor

reliability. Hot gas valves have been tested (40) for burn times of 40 seconds. Again, extrapolating

to burn times of 60-80 seconds cannot be made without significant risk. Therefore, recommend

further testing of boron propellants and hot gas valve technology before proceeding with an ISC

ICBM development.

Development of a 35-year liner should proceed even if the NEMESIS 2-stage option is rejected

and MM III stages are remanufactured. Propellant/liner/insulation debonding drives current esti-

mates of motor service life, and an increase in liner performance translates directly to better overall

system alert availability.

7.9 Summary

This study has demonstrated the feasibility of a two-stage replacement for the MM III. Anal-

ysis included the factors of performance, life-cycle cost, and readiness. The systems engineering

process described in Chapter 2 provided the methodology for conducting this study. The logical
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steps in the process and the recommendations made in this chapter provide the framework for

planning the next phase, prototype development.
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Appendix A. Pciformance Mcasu,'aemfnt and Trajtctory ModelI

A.1 Introduction and Purpose

The overall design of the NEMESIS systein will be judged from a systems perspective. That

is, the overall "worth" of the system must be such that some baseline performance is achieved in

the evaluated areas of

"* cost

"* readiness, supportability. producability

"* technical feasibility and mission performance.

Evaluiat ion of the cost, readiness, supportability and producability (f the sYslemi are disciissed in

temain body of this document and in other api'iidices. The purpose of this, appendix is to

discuss the details of the method used in this (designl project. to evaluate the technical (mtission)

performance of the dlesigned system.

Thc basic measure of system "performance- forI' lhe NEMESI." booster Is that it mrist I. 1lyer

agven payload to a "ba-sket" in the sky such that thle payload has sufficieteeg 1i'J

(wvithI some iniluor post-boost corrections) on a ballistic trajectoryN to a gi'ett targ~t inipat': polillt

It Is, not the intent of this project to fully evaluate and design a complicate-d guidance .ra

for the booster and the post-boost vehicle to tmeet a particulaf accuracy rt-quireiuucnt I~kr pa\ load

delivery. ]Rather, the concern is with designing a wecond st age booster to integrate with the exi.uiliug

Miniiuutniait III first stage such that the energy imiparted to the post- boost vehicle is identical todtle

total energy delivered by the current 3-stage Minutctman 1II system for a given targetintg scenario.

In order to evaluate the system energy at the- end of the last (second) boost. phase and to

judge t~it performance of any given second stage booster design, four things are needed:

1. A good understand' of the overall system dyniamics

2. A baseline set. of criteria to use as a standIardl ;,Aainst which to evalu~tc system design opt ions

3.Away to predict the overall perforiiiaunc of 1 lit var iouus boost i design u )t ions with respect

to flie, variouis ba~seline critoria



4. A final yardstick or measure of "system performance" that can be used to make clear and

unambiguous decisions about the "'goodness" of a particular design.

This appendix discusses all of these areas in detail. First. the basic ballistic missile trajectory

equations of motion are derived and explained. Next, the baseline is established using results

from Phillips Laboratories POST simulation of Minuteman III performance. All assumptions and

starting conditions are covered to set the framework for verification and validation of an AFIT

trajectory model, which is the tool used to predict overall system performance for a given second

stage booster design. Finally, the concept of the system's specific energy at the end of stage two

burn is presented as the measure of systeti performance that will be used for decision making.

.4.2 Basie S'ystcm Dynamics

The trajectory of an Intercontinental Ballistic Missilh. (I('BI) has three, parts:

"* powered flight

e "fret." flight of the post-boost vehicle and payload

"* re-entry of the payload into earth atinosplih.re.

Thie focus of this design project is on the "powered" portion of the flight, and so only that st-Atnien

will be discussed here.

A rocket powered missile gains velocity by burning propellant. A ground based missilh lik,

an IC'BM needs to carry enough propellant to overcome inertia, gravity and also to overcon•i, the

• drag forces in the densest part of the atmosphere near the earth's surface. Because the powered

flight trajectory of a long-range ICBM must involve this atmospheric portion of flight, aerodynamic

forces (lift. drag) and physical forces (thrust and gravity) produce bending moments which impact

vehicle design. Since the ultimate range of an ICBM is a function of the amount of fuel it carries

and its total weight, a premium is placed on reducing the structural mass of the vehicle to minimize

total missile weight and to maximize the amount of propellant it. can carry.

A way to minimize structural niass is to sacrifice structural strength i and rigidity in the

* ttransverse (radial) axis of the inissile. since Iramisverse loads can be imad.. minimal throuigh choic'e

of the proper trajectory. By contrast, axial loading is significant througlhmit a flighlt. no iatter what
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trajectory is chosen. Thus, most of the structural weight is distributed to provide axial strength.

This tradeoff between propulsion mass, structural mass and overall missile strength is a driver in

missile design and has an important result. Most large missiles are not capable of flying through

the atmosphere at an angle of attack except at relatively low velocities, and so nozzle steering is

not an option except for very minor corrections. Turning at high velocities in the atmosphere must

instead be handled by the dynamics of what is referred to in the literature (87, 27, 103, 107) as a

gravity turn.

The aerodynamic loads generated by trying to fly a large missile through the atmosphere at

an angle of attack at several times the speed of sound could result in a catastrophic missile booster

structural failure. Culler and Freied (27) first discussed a -'sensible and simple" trajectory that

can be used during atmospheric flight. They called it a "gravity turn" and also referred to it as a

"."zero angle of attack" or "'no lift" trajectory. The basic principle is to keep the boosters's thrust

vector always aligned with the vehicle's velocity vector starting from some non-zero. non-vertical

initial velocity. Figure A.1 shows the forces acting on a simplified, single stage rocket in flight

over the earth. Thrust and drag act, along the vehicle's axis. while gravity acts as shown. As can

be seen from the figure. the aerodynamic moments arc minimized and the force of gravity provid,'s

the turning force for the required trajectory path.

In order to understand and apply the gravity turn concept to a "performance" evaluation

of an I('BM. a basic analysis of the kinematics (position. velocity and acceleration) and kinetics

(relationships between forces and motion) associated with the scenario of Figure A.1 is presento t

The development given here follows lecture notes (44). btit similar derivations can be found ii

Wiesel (103), Zarchan (107) and l1ill and Peterson (50). The goal of this analysis is to come up

with some basic relationships among the key variables that describe missile performance. These

variables would include the following:

o Thrust - the force reaction to the velocity of burning propellant mass exiting the booster

motor nozzle (a function of the booster motor grain design).

a Drag - an aerodynamic force associated with assymetry of pressure distributed on the surface

of the vehicle travelling through the atmosphere. For an ICBM. this acts in a direction

opposing the velocity vector (a retarding force). The drag on a vehicle is a function of air

density (altitude). vehicle speed. vehicle cross-sectional area and vehicle shape.
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Figure A.I. Basic Forces Acting on a Single Stage ICBM

"* Velocity

9 Weight - a function of mass and gravity, both of which change as a function of time as the

missile burns propellant mass and as it reaches higher altitudes (with corresponding reduction

iii gravitational force).

"* Earth radius - 20,925,672.57 feet

"* Altitude

"• Vehicle flight path angle - the angle between the missile velocity vector and the local horizon,

measured in the counter-clockwise sense.

A basic ballistic path (beginning and end points at the same elevation) is completely deter-

mined if the initial velocity and launch angle are known. In the case of an extremely long-range

system like an ICBM. two additional requirements for payload "launch" to a particular impact

point are to have an initial altitude and down-range position . Therefore, the initial task is to
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derive the equations of motion for a gravity turn trajectory such that the resulting equations can

be solved for booster/payload position (downrange and altitude), velocity and flight path angle as

functions of time.

Referring again to Figure A.1, the kinematic descriptions of the vehicle's motion (position,

velocity, and acceleration) will be derived first. These equations are for a single stage vehicle near

a spherical earth assuming that the thrust vector and velocity vector are aligned (gravity turn or

zero angle of attack). The equations would apply equally well in the case of a multistage vehicle,

except that the initial conditions at the start of each stage would change to reflect the path traveled

in the previous stage.

First, the position vector in the (spherical) earth frame can be written (in cylindrical coordi-

nates) as

*F = (R+ H)er

where R is the earth's radius and H is the altitude above the earth's surface of the vehicle's center

of mass. Since the vehicle is not traveling "straight tip" (-,, = 900), the angular velocity component

in the (& direction due to the curvature of the earth with respect to a fixed (inertial) frame must be

described. The magnitude of this angular velocity is a function of the vehicle's speed with respect

to the earth and it's position. and is given by

* V

Since only the component of V in the direction of (1, is a factor, this magintude can be re-written

0 as
Vcos'•

WR+H

and if cz is defined as

* f Cr X fe

this results in a final expression for the angular velocity vector describing rotation with respect to

an intertial frame:

= R + 1 "
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Differentiating the position vector, F, to get the velocity:

i = r,7 , + X x

0? + ix)" + VcOs-- e, x (R+ H)e,.
R+H

= -l,. + Vcosye6

But H = Vsin-y, so

i = Vsin-ye, + Vcos'I)e

This differential equation can be expressed in terms of the components as

fi= He,

and therefore,

[4 = Vsin-, (A.1)

and

" = es (A.2)

These are the first two equations needed to describe the gravity turn trajectory. They describe the

vehicle*s down range position and altitude as a function of time, vehicle velocity and flight path

angle. Most importantly. these equations can be used to get downrange position and altitude at

the time of stage (1,2 or 3) burnout, which is critical information needed to help assess whether

the vehicle hits the required "basket in the sky".

The vehicle acceleration can be found by differentiating the velocity vector. Applying the

Coriolis theorem and the chain rule from differential calculus:

= r;'i + w x/

= (Vsinj + V'cosy)cr +

*('cos) - V~sin1 )6 +
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V 2sin'• cosl
R+H

V 2Cos2I ̂

R+H

Now the kinematic description is complete and it is time to include the external forces acting on

the vehicle. The basic equation is Newton's law

In the c, direction, the forces are

Tsibr,

-my

Summing the forces gives (T - D)sin) - mg. Equaling these forces to mass times acceleration

(raf) in the (, direction gives the following equation:

(T - D)sin'j - ing = m(f'siv-1 + Vlcos'- V-2cOs")

Similarly, for the eý direction:

I 2 sinYO' os)
(T - D)cos-l = rn(1'Cosj - t'>sinwY + R+ H )

These two equations contain two variables that need to be isolated: 1" and •. If expressions

can be found that express V" and j in terms of the other variables, the final burnout parameters,

velocity and flight path angle, will be available. The four main equations for trajectory analysis

will then be in place.
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To obtain an expression for V", multiply the kinetic equation for c,. by sin') and add the result

to the kinetic equation for eg multiplied by cos7r as follows:

(T - D)sin2 7 - mgsin7 = mVsin2 -7 + mVicOs-YSin. -

mV 2cos2-tsiny
R+H

(T - D)cos2 y = MrCcos 2-y - mVycos-ýsin7v +

mV2 cos 2 -7sin-y

R+H

or

T - D - mngsini = mU"

and rearranging gives

= T- D - gsi')(A.3)
711

With similar mathematical manipulation. an expression for j is obtained by multiplying the

(r kinetic equation by cos-, and the (9 expression by sin. and then subtracting the two resulting

expressions. The result is
V-2

"rnV: = m(-g + - )cos')

or
V,2  

COS') 
(A.)

R(-g + --- ) AV

Equations A.1 - A.4 give the basic equations of motion that are needed to model the gravity

turn trajectory. Solving these equations can he done using numerical integration techniques, and

the solutions at the end of each stage can be used as initial conditions for the next stage. The stage

solutions can then be combined to give a payload position, altitude, velocity and flight, path angle

at the end of the final booster stage burn (2 or 3). This will be discussed in more detail in the next

section. First, however, the development of the equations of motion must be completed by more

explicitly defining all of the variables in equations A.1 - A.4.

Equations A.3 and A.4 contain the variables T (thrust), D (drag), in (mass), and g (gravity).

Thrust is a function of the solid motor grain design. and is discussed in full detail in the Appendix on
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Propulsion. The thrust input for the trajectory model must capture the particular thrust 'profile"

as a function of time. The implementation of the thrust profile input is discussed later in this

appendix.

The drag force on the missile is a function of the dynamic pressure, q, the vehicle reference

area (maximum cross sectional area of the missile perpendicular to the velocity vector), S,.,, and

the zero-lift drag coefficient, CD0. The dynamic pressure is a function of air density, p, and vehicle

velocity, and is defined by
pV1

2

q = 2

Air density is a function of altitude. Atmospheric tables are readily available, and a table look-up

is easily implemented in a computer. The drag coefficient depends on the vehicle shape, Mach

number, and inclination with respect to the velocity vector (angle of attack, which is zero for the

ICBM gravity turn). Typical variations of C'DO with Mach number are available in the literature

(50:p325), and the POST (79) simulation also includes a table of values that can be used for the

NEMESIS" application.

Mass is a function of time that depends on the burn rate of the solid booster propellant. The

mass flow rate, ri, is an input to the trajectory simulation from the propulsion model.

Gravity is a function of altitude and the relationship is defined by

g = ge( R, +)

where g, is the force of gravity at the eartl's surface (a constant 32.174 ft/~sc 2 ), R, is the earth

radius (20,925,672.57 ft.), and H is the altitude at a particular time of interest during the flight.

With the four main equations of motion ( A.1- A.4) and the supplementary expressions

for thrust, drag, mass and gravity defined, attention is now given to the implementation of these

equat ions in a mathematical model to simulate and evaluate the overall performance of a particular

booster configuration.
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A.3 Discussion of the Equations of Motion

An ICBM such as MM III or the proposed NEMESIS system is launched from a fixed vertical

position. A close inspection of Equation A.4 will show that ,i = 0 for f = 900 (cos9O0 = 0) and the

vehicle will continue to rise in a verticle flight path until it is (accidentally or deliberately) deflected

into a different attitude. If this were to be done on or very near the launch silo, the insufficient

vertical velocity would be overwhelmed by the gravity-mass force of the vehicle's weight, and the

missile would crash into the ground (103:p2O9). However, at higher velocities, an initial deflection

can be input (through a pitch program in the missile guidance software) to give the rocket a slight

flight path angle off vertical. This initial deflection would have to be small to limit the transverse

forces that would otherwise damage the missile's st ructure. After anew flight path angle is achieved.

the thrust is gimballed so that the thrust vector remains in line with the velocity vector to eliminate

moments on the vehicle. As the vehicle accelerates, gravity force imparts a constant j until the

missile has rotated to a desired final flight path angle (-yj). The rotation is a result of forces acting

through the center of mass, with no resulting torque on the rocket (see Figure A.2). The analysis

of the gravity turn trajectory leads to the determination of the proper initial flight path angle inpu,,

to ensure the post boost vehicle has the desired final flight path angle.

Basically, this is a boundary value problem. The required Minuteman III performance baseline

establishes a known or desired final velocity, flight path angle, and altitude for a given payload

weight. The first analysis needed is to determine the velocity and altitude at which to initiate a

pitch angle to induce the gravity turn. At that point, the missile will be at some height above the

launch silo. and will have some relatively low initial velocity. According to Wiesel (103:p1O4), it is

best to do the initial pitchover at "low" speed since an angle of attack is induced and the vehicle

structure will have to withstand the resulting moments. A review of current systems (such as MM

III) can help to identify a range for V0, H0 , and 1o. An iterative search at various combinations of

initial conditions in the identified range will then provide the correct initial -r that will be used to

model the desired flight path and end point conditions. By allowing 7 snioa to be a variable, the

effects of changing 7; can be evaluated for various design configurations and payload weights.

After an initial pitch angle is given to the system, the equations of motion developed in

the previous section will be numerically integrated in st,--es (corresponding to either the 3-stage

baseline or the 2-stage design alternatives). At burnout of the final booster stage, the final boost
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conditions (velocity, position, flight path angle) will be evaluated in terms of the total specific energy

(energy per unit mass) of the post-boost vehicle. The next section details the implementation of

the trajectory model using the software package Matrix•.

A.4 The Trajeciory/Performancf Simulation

The Trajectory/Performance Simulation (TPS) was developed as a tool for defining the MM

III performance requirements and for evaluating the flight vehicle performance of the various 2-stage

designs. Numerous simplifying assumptions are incorporated into the TPS to provide for accurate

results while maintaining an appropriate level of complexity relative to the other models used in this

design study. The TPS is composed of 4 main sections: an atmosphere and gravity itnodel, a drag

model, a thrust model, and a fourth-order Runge-Kutta differential equation integration algorithm

for solution of the gravity turn equations of mno ion. This section explains the verification and

validation of the TPS. details the equations used with their underlying assumptions. outlines the

implementation of the various models, and finally describes the general design philosophy used in

evaluating missile performance.

.4.4.1 Model Verificalton and Validation (V V 1) . One of the most important tasks in

any simulation effort is that of verifying that the model is working as intended (verification) and

is accurately reflecting the physical system that is miodcled (validation). This can be accomplished

by comparing simulation results with actual flight test data, or by comparing it with results from

another simulation that is known to product, valid results. Because actual flight test data for

the MM IIl is unavailable, the TPS results are compared against the Phillips Lab simulation to

accomplish V & V. The Phillips Lab provided maxinmum range, polar trajectory, MM Ill simulation

results for payloads of 2300, 1900, 1700, and 1500 pounds.

A.4..1.1 The Phillips Lab Simulation . The Phillips Lab simulation data was gener-

ated using the Program to Optimize Simulated Trajectories (POST). POST is a generalized point

mass, discrete parameter targeting and optimization program written in FORTRAN (7 9:p6). POST

is basically a boundary value problem solver in that. given the initial and desired end conditions, it

finds the optimum trajectory that passes through thIese endpoints, subject to any constraints placed

upon the system. For the MM IlI POST sinmlation, thme only constraints are that dynamic pressure
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is limited to 3000 pounds per square foot, and that the the payload reentry flight path angle equal

-17.5 degrees at an altitude of 300,000 feet. These constraints are chosen to force the simulation to

generate the maximum range trajectory. The reentry flight path angle (-17.5 degrees) represents

the shallowest angle which the warhead can re-enter the earth's atmosphere without sustaining

structural damage, thus providing the maximum range trajectory, whereas the dynamic pressure

constraint is based upon staging stability considerations. Further, the simulation is not restricted

to pure gravity turn trajectories as is the case with the TPS. Pitch commands are simulated to

initiate the gravity turn from vertical flight 3.15 seconds into the simulation. These commands

generate a non-zero angle of attack for a brief period of time, which in turn, create a lift force and

its associated drag penalty on the missile. This drag due to lift is not simulated by the TPS since

the angle of attack is always assumed to be zero as is the case in a pure gravity turn. An additional

feature of the POST simulation is that. a constant thrust for each stage is assumed. This is a valid

assumption for stages two and three, which operate outside of the earth's atmosphere. but for stage

one. the thrust varies due to the decrease in the ambient air pressure with increasing altitude. For

the MM Ill first stage, the thrust varies nearly linearly from approximately 190,000 pounds at

launch to approximately 210.000 pounds at burnout. A constant thrust of 198,000 pounds is used

for stage one in the POST simulation.

Finally. since the POST simulation provides data for the entire missile flight including the

ballistic, or unpowered phase. the earth rotation effects must be included when position and velocity

calculations are made. As a result, the inertial velocity term includes a component due to earth

rotation that is a function of the latitude of the launch site. In this case, in order to inininuize

this effect., all POST trajectories are initiated at a heading of zero degrees (due north) from Grand

Forks AFB, ND, which has a latitude of 48 degrees North. This heading guarantees that the earth

rotation component is perpendicular to the plane of the missile's trajectory (at least initially) and

makes no significant contribution to the missile's inertial velocity during the powered flight phase

which lasts approximately 189 seconds. For the TPS, this effect is not simulated since only the

powered portion of the flight is considered.

The basic approach for TPS V & V is to compare the missile state variables (altitude, velocity,

flight path angle, and downrange position) at, burnout of the first stage portion of the MM III

trajectory generated by the TPS with the state at first stage burnout from the POST simulation.
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Examining only first stage flight minimizes any differences due to excluding earth rotation effects

and the absence of drag losses due to lift, yet it fully exercises the equations of motion and the

numerical integration algorithm and interpolation routines sufficiently to ensure their proper coding

and operation. The results of this comparison are presented in Table A.1

State From POST From TPS % Difference
V(f/s) 5817.24 5868.30 -0.88
-y(deg) 33.083 33.595 -1.55
H(ft) 91,517.1 90,732.5 .86

X(Nm) 17.292 16.496 2.0
W(Ibm) 30,161.5 30,473.29 1.0

Table A.1. MM III State Variables at Stage 1 Burnout

As can be seen, the missile states (from both simulations) compare closely. The small dif-

ferences between the two simulations can be attributed to the basic differences described above.

These results provide confidence that. the TPS is indeed working properly and is producing valid

simulation results.

A.4.2 Model Implentnfation (Program GTURN,) . This section describes the models used

to build the TPS, its inputs and outputs, and the assumptions made in developing the TPS.

Computer listings of the actual programs are also included.

A.4.2.1 The Aimosphere (ATMODEL) and Grardy Models. The atmospheric model

used for the TPS is the ARDC Model Atmosphere developed in 1959 (10). The parameters used in

the TPS atmosphere model are the speed of sound. atmospheric pressure, and atmospheric density,

all functions of altitude. English units are used throughout ihe model.

The atmosphere model is defined for altitudes up to 400.000 feet even though the density and

pressure are negligible above 150,000 feet and the speed of sound is essentially meaningless outside

the earth's atmosphere. The atmosphere model is used solely for the purpose of calculating drag (a

function of Mach number and density) and MM II stage I thrust (a function of ambient pressure).

No wind or air turbulence is included in the model. The earth's gravitational attraction is modeled

as described in a previous section. No oblate earth effects are' included in the gravity model.
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A..4.2.2 The Dra q Model . The drag model is based upon a simplified version of the

drag model used by the Phillips Lab simulation. Since a gravity turn trajectory is being simulated.

zero angle of attack is maintained, thus modeling drag due to lift is unnecessary. The equation

used for drag is:

D = qSref('Dý

The drag coefficient is obtained directly from the POST simulation and includes form and skin

friction drag components (22). This data was obtained (by Phillips Lab) from a combination of

sources including an aerodynamic coefficient estimating computer routine called The Aerodynamic

Prclnuiary Analysis Sysh in (APA.45) (79:p6). The drag coefficient is determined as a function of

Mach number alone.

.4.4.2.3 The Thrust Model . Missile thrust calculation is handled in two different

ways. First, for 'Ae MM I11 and Stage 1 of the 2-stage. design. the thrust is calculated using the

following equal ion:

T = gI,11ih + (-, -PJA,

where I,,, is the stage specific impulse in seconds, ni i- ihe propellant mass flow rate in slugs/sec. P,

is the stage exit pressure in psi. Pa is the ambient atmosphperic pressure in psi. and A. is the nozzle

exit area in square inches. inherent to the use of this equation are the assumptions of coi.-,tant

mass flow rate, exit pressure, and specific impulse. Of the'.. assumptions. only the first, that of

consl ant mass flow rate, reqmires furlher discussion.

The mass flow rates are calculated by dividing the total stage propellant mass by the total

stage burn time. This method of calculation implies that all of the propellant is burned and provides

useful thrust. For real solid rocket boosters emploved on ICBM systems. there is invariably some

propellant that is not completely burned even, though the -tage is considered to have reached a

"'buroriut" state. This is due to the drop in combustion chamber pressure to a point below which

the combustion cannot continue. At this point, the thrust level drops off dramatically and the

stage is considered to be "'burned out." Assuming that the mass flow rate is constant and that

all the propellant is burned causes a slight overestimation of the thrust and thus the performance

of the rocket motor. Howi,,,r. since both thf I.NIM III and II1 2-stage design first stage use this

assutnption, a valid comparison can still be tiade. A] ,,. giv\n that all three stages of the NIM III
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simulation use this assumption and that the performance measure for the 2-stage design is based

upon a slightly overestimated performance, these assumptions are conservative and appropriate.

For the 2nd stage of the 2-stage design, a more accurate method for modeling thrust and

mass flow rate is used. Actual time histories of the thrust and mass flow rates are generated

for a particular grain design and are input directly into the simulation as thrust and mass flow

rate tables. These tables are similar to the atmosphere and drag coefficient tables in that linear

interpolation is used within them to generate thrust and mass flow rate levels at each integration

time step. This method also eliminates the requirement to model specific impulse and exit pressure

since the thrust equation for stage 1 is not used for stage 2.

.4.4.2.4 Fourth Ordcr Run g(-Kulta .4Iyorithm (Program GTURN) . A fourth order

Rungc-Kutla numerical integration algorithni (57) is implemented to integrate the equations for

the time derivatives of velocity, flight path angle. altitude, downrange position. and missile mass.

Initial conditions obtained from the program VERT (discussed below) for each of the state variable,

(except for flight path angle) and time are input. The initial value for the flight path angle is guessed

(initially) and iterated during subsequent. runs unill Ihl, larget final flight path angle is obtained.

The data for the drag. atmosphere, and thrust model (where appropriate) tables are then read into

meniory along with the values for all simulation constants. At this point, the actual integration

loop is implemented.

At the beginning of each iteration of the integration, the values for the atmospheric variables

(pressure. density, and speed of sound) are obtained through linear interpolation of the atmosphere

model tables at the current value of altitude. The value for Mach number is then computed and

a similar interpolation is performed to obtain the coefficient of drag (a function of Mach number).

The local gravitational constant is then calculated. At this point, a determination as to what stage

of the missile is currently burning is made. Once this is determined, the appropriate values for I.p,

nozzle exit area, etc. for that stage are used in the thrust equation (for the MM III simulation),

or the appropriate thrust and mass flow rate tables are interpolated (for 2nd stage of the 2-stage

design). The actual Runge-Kutta recursion equations are then exercised, new values for the state

variables are obtained, the time is incremented, and the loop repeats. This process continues until

the burnout time for the final stage is reached. At each time step, values for the state variables

and several other variables are stored for plotting at the end of the simulation. The mass of the
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expended stage(s) is dropped at the instant the stage burns out with a I second "coast" period

before ignition of the next stage. This same staging sequence is also used for the POST simulation.

A flowchart outlining this sequence of events is presented in Figure A.3.

A complete listing of the MATRIXx program GTURN follows.

// Program GTURN
[/ Runge-Kutta Equations for Trajectory Simulation
II This program integrates the gravity turn equations given the initial
// conditions from VERT.//

clear *
//

dt=.2; // set time step in seconds//
mvert=73.0385; II propellant burned in VERT (slugs)//

II Thrust and Mass Flow Rate Tables//
exec( 'dataconvert')//
tb2=max (timedata)/-

/-
II Time inputs//

tbo1=61.5; // stage 1 burn time (sec)
// inquire tb2 'Enter Stage 2 Burn Time (sec)' // stage 2 burn time (sec)//

coastll; // coast time between 1 & 2 (sec)//
s2ignit=tbol+coastl; // stage 2 ignition time (sec)//
tbo2=tbol+coastl+tb2; // stage 2 burnout time (sec)//

// Stage parameters//
// pay=2300; // payload weight (ibs)

inquire pay 'Enter payload weight in pounds:'

Isp1=268.60; // stage 1 Isp (sec)

ael=1641.6; // stage I exit area (in-2)
pel=7.08; // stage I exit pressure (psi)
mpi-1425.99; // stage 1 propellant mass (slugs)
inquire wp2 'Enter Stage 2 Propellant weight (lbm)'
mp2=wp2/32.174; // stage 2 propellant mass (slugs)
ms1=135.905; // stage 1 structural mass (slugs)
inquire ws2 'Enter Stage 2 Structural weight (lbm)'
ms2=ws2/32.174; // stage 2 structural mass (slugs)//
sratio2=ms2/(ms2+mp2) // stage 2 structural ratio//
mdotl=mpl/tbol; // stage 1 mass flow rate (slugs/sec)

//
sret2=23.54; // stage 1 reference area (ft-2)
sref2=23.54; // stage 2 reference area (f'2)i/
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//Constants

ge=32.174; // gravitational constant Cft/sec-2)
re=20925672.57; II earth equatorial radius (feet)
skirt=1O/ge; IIstages 1 & 2 skirt mass (slugs)

//Initial Conditions

yl~l)=164.3645; /1 initial velocity Cft/sec)
inquire gaminit 'Enter initial flight path angle in degrees:'
y2Cl)=gaminit*pi/18O; // initial flight path angle (radians)
y3C1)=240.9542; II initial altitude (ft)

Y4(IIO initial downrange (ft)
yS(1)C(pay/ge)+mp2+ms2+skirt+msl+mpl-mvert; II initi'il mass (slugs)
t(1)=3.15; // initial time (sec)

IIAtmosphere Model Table

exec C atmodel')

i=1; //initialize loop counter

//Begin loop

while t(i)<=tbo2 ....
pa~i)=spline~ht,pt,y3Ci));..

rho~i)=spline~ht,rhot,y3Ci)); ...
sound~i)=spline(ht,at,y3Ci)); ...
mach(i)=yi(i)Isound~i); ...

Cd~i)=spline~macht,cdt,mach~i)); ...
g~i)=ge*(rel(re+y3(i)))**2; ...

it t~i)<=tbol,mdot-mdotl;sref~srefl;..
Th~i)=g~i)*Ispl*mdot+Cpel-pa~i))*ael;end...
if t~i)>tbol,mdot=O;sref=sref2;Th~i)=O;end...
it t~i)>=s2ignit....
ThC i) =splineCt imedata ,thrustdata,t Ci) -s2ignit); ...

mdot~spline~timedata,mdotvar,t~i)-s2ignit) ;end ...
if t~i)>tbo2,mdot=O;Th~i)0O;end ...
q(i)=.5*rho~i)*(yl(i)**2);...

D~i)=q~i)*sref*Cd~i);..
kl~l)=(Th~i)-D~i)-CyS(i)*g~i)*sin(y2Ci))))/yS(i); ...

kl(2)=C1/yl~i))*cos(y2Ci))*(-g~i).C(yl~i)**2)/Cre+y3(i)))); ...

k1C3)=y1(i)*sin~y2(i)); ..
k1C4)=yl(i)*cos~y2Ci)); ...
klCS)=-mdot;..

zl~yl~i)+.S*dt*kl(1); ...
z2=y2(i)+.S*dt*kl(2); ...
z3=y3Ci)+.S*dt*kl(3); ...

zS~t(i)+.S*dt; ...
k2C1)=(Th~i)-C.5*rho(i)*(zl**2)*sref*Cd~i))-Cy5Ci))*g(i) ...

k2C2)=(i/zi)*cos(z2)*(-g(i)+((zl**2)/(re+z3))); ...
k2C3)=z1*sin~z2);....
k2C4)=zi*cos(z2); ...

k2(5W=-mdot;..
w1=yl(i)+.5*dt.*k2(i;...
w2=y2Ci)+.5*dt*k2C2); ...
Y3=y3Ci)+.5*dt*k2C3); ...

k3(1)C(Th~i)-C.5*rho~i)*Cwl**2)*sref*Cd~i))-CySCi))*g~i) ...
*sin~w2))/yS(i);..

k3C2)C1I/wl)*cos~w2)*C-g~i)+C(wl**2)/Cre+v3)));..
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k3(3)=wI*sin~w2); ...
k3C412t11*cos(v2); ...

k3C5)=-mdot;..
uIlyl~i)+dt*k3(1); ...
u2=y2Ci)+dt*k3(2); ..
u3=y3(i)+dt*k3 (3); ...

uS~t(i)+dt; ...
k4C1)C(Th~i)-(.5*rho(i)*(ul**2)*srel*Cd~i))-CyS~i))*g~i) ...

*sin(u2))/ySCi);. ..*)(eu)) .k4C2)=C1/ul)*cos(u2)*C-g~i)+((uI*2/r+3);.
k4(3)=ul*sin~u2); ...
k4(4)=u1*cos(u2); ...

k4C5)=-mdot; ...
yl(i+l)=yl(i)+Cdt/6)*Ckl~l)+(2*k2Ci))+C2*k3(1))+k4(l)); ...
y2(i+l)=y2Ci)+Cdt/6)*CklC2)+(2*k2C2))+(2*k3C2))+k4(2)); ...

y3Ci+1)=y3Ci)+Cdt/6)*(klC3)+C2*k2C3))+(2*k3C3))+k4C3));...
y4(i+1)=y4Ci)+Cdt/6)*Ck1C4)+C2*k2(4))+(2*k3C4))+k4C4));..

y5Ci+l)=y5Ci)+Cdt/6)*CklCS)+C2*k2CS))+(2*k3C5))+k4CS));..
if t~i)>=tbol,y5Ci+l)=y5Ci+l)-skirt-msl;end...

if t~i)>tbol+dt,YS(i+l)=YS~i+l)+skirt+msl;end...
t~i+l)=t~i)+dt;..
vdot~i)C(Th~i)-D~i)-Cy5Ci)*g~i)*sinCy2Ci))))/yS~i);..
hdot~i)=yl~i)*sin~y2Ci)); ...
xdot~i)=yl~i)*cos~y2Ci));..
i~i+1;..
and

1/ end loop
Th~i)=Th~i-1);
D(i)=D~i-1);

Cd(i)=Cd(i-1);
mach~i)=mach(i-1);
g~i)=g~i-1);
vdot~i)=vdot~i-1);
hdot~i)=hdot~i-1);
xdot~i)=xdot~i-1);
long

pause
execC 'plots')
energy=.5*Cy1(i)**2)+gWi*y3Ci) IIspecific energy
garnmafinal=y2 Ci) *180/pi
gaminitial=gazninit
eratio~energy/287219448.4636849 / energy ratio
maxG~max (vdot) /32. 174
srat io2

A.-4.2.5 The Vertical Flight Phase (Programi VERT). Upon examining the TPS grav-

ity turn equations, it is apparent, that launching from rest (initial velocity equal to zero) introduces

a numerical singularity (division by zero) in the equation for j. To circumvent, this problem, the

missile trajectory is separated into two phases. The first phase consists of purely vertical flight,

with the j~ equation used in GTITRN set to zero, and thle value of I is held at a constant 90 degrees.

This flight phase lasts 3.15 seconds (the same as thle POST simulation). At t~he end of this phase,
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the final values of the state variables are used as the initial conditions for the gravit3 turn flight

phase simulated in GTURN. This vertical flight phase is simulated using the program VERT. a

simplified version of GTURN.

A.4.3 The Performance Measure . Having developed a working missile simulation, the next

task is to decide how it is to be used to evaluate the various NEMESIS designs. One of the most

important system requirements is that the 2-stage design meet the current MM III maximum range

performance capabilities. In order to determine whether the 2-stage design meets that requirement.

an appropriate quantitative performance measure has to be defined. Also, since the TPS is restjicted

to simulation of the powered flight phase alone, the performance measure, must be defined withiln

that flight phase. Various approaches were considered in defining a proper performance measure.

including the total change in velocity, projecting the range from burnout using flat-earth, ballistic

flight equations, and trying to match the system stale at buriiout with the MM III burnout stat,'.

Of these approaches, matching the burnout state was determined to provide the best measure of

performance. This came to be known as the "basket in the sky- approach.

Within the constraint that the PBV remain unchanged from the current system, placing the

PBV at the same altitude, velocity, downrange position. and flight path angle guarantees that the

2-stage design PBV trajectory exactly matches that of the MM Ill. However, realizing that the

range is not uniqely defined by a particular combination of these variables, this definition of the

missile state was abandoned. In its place, the total energy of the payload at MM III stage 3 burnout

for the maximum range trajectory was adopted a. the performance measure for the 2-stage design.

The total energy state is defined as the sum of the kinetic energy and the potential (gravitational)

energy of the PBV. This parameter is adequate as long as the PBV weights remain equal for the

MM III and the 2-stage design. However, when lower 2- stage PBV weights are investigated, an

inherent problem with this measure appears. Since the mass of the PBV serves as a multiplier in

the total energy equation, any reduction in the PBX' mass used in the 2-stage design produces a loss

of energy directly proportional to the decreased mass. This problem is solved by simply dividing

out the mass from the total energy equation. leaving the energy per unit mass, or specific energy, as

the final performance measure. This allows direct specific energy comparisons between the various

design configurations, regardless of PBV weight. Note that the specific energy requirement of the

MM II is assumed to be the same for all PBV weights evaluated. This means that the energy
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comparison is mission dependent. However if only small differences in payload are assumed, this

comparison serves as a valid performance measure for the purposes of this study.

Another side effect of examining lowered payload weights is the question of which final flight

path angle should be used to determine the maximum range of the missile for that given payload

weight. This question is answered by matching the TPS-generated final flight path angles with

the corresponding POST reduced-payload flight path angles. Since the only reduced-payload data

available was for payload weights of 1900, 1700, and 1500 pounds, only these weights are examined.

The results of these simulations are presented in Table A.2.

Payload Wt Initial I Final y(niax R) Final 7(nmiax R)
(froni POST) (from TPS)

2300 80.3 21.96 22.000
1900 80.3 22.93 22.933
1700 80.3 23.13 23.427
1500 80.3 23.92 23.919

Table A.2. Reduced Payload Flight Path Angles

As can be seen. the initial flight path angle required in the TPS to match the final flight path

angles for the maximum range trajectories from POST is a constant 80.3 degrees. A simple linear

regression model is formulated based upon these results to allow calculation of the target flight

path angle for other reduced-payload cases. This equation is:

Itarget = 27.504729- 0. 0 0 2 3 9 7 (IUz,,Y1oad)

where I1',ayioad is the payload weight (in Ibm). The flight path angles obtained using this equation

are used in determining the payload-carrying capability of the final designs.
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Appendix B. Propulsion Ptr'formaticf .lodching

B.1 Introduction

B.1.1 Purpose. The performance of a solid propellant missile is dependent on the complex

interactions of many parameters. The purpose of this appendix is to describe these interactions and

how they are modeled in the development of different propulsion design options. The model takes

different inputs of key parameters and yields the corresponding stage performance. Attention is

given to determining which design options are feasible for the given mission. Also, the component

weights of the modeled configuration are estimated for use in olher performance models.

B.1.2 Relationships With Other Moddls. The propulsion performance model is the starting

point for estimating the performance of the given stage configuration. The choice of propellant.

propulsion technologies, and physical characteristics for the propulsion model yield chamber pres-

sure. chamber temperature, stage component weight estimates, and other outputs for the structural

and thermal models. Some of the weight estimates are provided by the AIDE-Il program provided

by Aerojet. Thrust and mass flow time histories are generated for use by the trajectory simulation.

The overall performance model interaction may be seen in Figure B.1.

B.1.3 Model Inputs and Outputs. The propulsion model is shown schematically in Fig-

ure B.2. The choice of propulsion technology is key for determining the performance of a missile

stage. Recent developments in Integrated Stage Concept (ISC) technologies make an ISC stage

possible. The more conventional missile technologies are also considered. The propellant to be

used is an important input, and it is linked to the choice of using ISC technologies. Boron-based

propellant is necessary for ISC stages while aluminum-based propellant is suitable for conventional

missile stages. Other inputs may include the nozzle throat and exit areas, stage shape, mass of

propellant, and key grain design parameters. As discussed later, the feasibility of grain designs to

provide the necessary thrust profile becomes the primary issue in designing a stage to meet the

given mission.

Outputs of the models include the physical dimensions of the grain size and the grain design.

The chamber pressure and temperature, burn time, component weight estimates, and grain pattern

burn characteristics are provided to the structural and thermal models. Thrust and mass flow time
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histories are provided to the trajectory simulation. Also supplied are are dozzle exit pressurep exi-

velocityn any choices and assumptions pertinent to other models.

B. 1.4 Fey Tasi.le D g sks are vital to the successful modelitg of feasible propulsiom
configurat ions.

1. Mlod•! Parameter Rdlationships - Ilhe interact ion,• and relationships between the chosenth..-

ical dimensions, propellant characteristics, and resulting performance are described. Assump-

tions are stated and equations for each relationship are listed with reference.

2. Determine Feasible Designs - For each proposed design. feasibility of that design to meet,

mission requirements is evaluated. Information provided by sample runs on the trajectory

simulation is used to determine several constraints for a feasible design.

3. Determine Specific Outputs - For feasible designs options, the physical dimensions, perfor-

mance outputs, and weight estimates are calculated.

4. Design Opttmization - Each feasible design is optimized for maximum performance before

comparing it to the performance of different designs (Chapter 5).
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B.2 Solid Rockdt Propulsion C(onc~pIs

B-2.1 Thrust. The thrust ofa propulsion system is the net pressure integrated over its entire

surface. Since this is a very difficult thing to do. a control volunte approach is most commonly

used. The resulting thrust equation is made up of a nionmentuinm lirust and a pressure thrust term

( 5 0:p 3 2 1).

T = thu, + A,(IP, - Pd) (B.1)

where:

T = thrust

rn = mass flow ratt

u, = nozzle exhaust velocity

Ae = nozzle exit area

P, = nozzle exit static pressure

P0  = ambient pressure

It can b,- shown that for maximum thrust, a nozzle should expand time exhaust gas flow to a pressure

equal to thie ambient pressure. This is known as an opt imally expanded nozzle. While thiq negates
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the pressure thrust term, the corresponding increase in momentum thrust more than makes up for

the loss (50:p321). Often, an equivalent exhaust velocity, uVq. is defined as:

P, - P'.
utq = ue + A( ) (B.2)

This combination of the pressure thrust term within the equivalent exhaust velocity enables the

thrust to be expressed as (50:p321):

T = rhueq (B.3)

B.2.2 Mass Flow Rah. The mass flow rate of a missile is dependent on s'veral factor,

First of all is the gas generation rate. or the rate at which combusted propellant is generated in the

chamber. In a steady state condition, the gas generation rate is approximately equal to the nmass

flow rate through the nozzle throat. The difference between the,' two rates i.- the gas storage rate

within the thrust chamber. In the case of a neutrally burning grain design. the ga& generation rate

is constant while the increase in open volume within the chamber increases linearly. Therefore. the

gas storage rate is constant and the difference between the gas generation rate and the niass flow

rate through the nozzle is also a constant (5 0:p 3 84). (13:p3O4).

Th,. mass flow rate through the nozzle is the pertinent rate for determining thrust. By using

isentropic relations and a choked flow (Mach Number = 1) assumption. the mnass flow rate is

(50:p318-1):

-,,oru- 2 (B .1)

where

r mass flow rate through nozzle

Alh = nozzle throat area

P0 = chamber total pressure

TO = chamber total temperature

R = gas constant

"= ratio of specific heats. r
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B.2..3 Combustion Pressure. The combustion chamber pressure is one of the most important

parameters in propulsion design. Higher pressures reduce dissociation in the combustion products

and improve performance. However, higher pressures also require more structural weight. The

pressure in the combustion chamber is a function of the gas generation rate, the throat size, tem-

perature, and the chemical make-up of the propellant. The most dynamic of these relationships is

the interaction between the chamber pressure and the gas generation rate. The gas generation rate

is defined as (50:p382):

mn9 = ppAbr (B.5)

where iN9 is tile gas generation rate, pp is the propellant densit%. Ab is tile burn surface area. and

r is tile propellant burn rate.

The chamber pressure can be obtained by performing a mlass balance between thi t'iass

generation rate, the mass storage rate. and the mass flow rate through the nozzle throat. For

constant combustion pressure. tile pressure may be found from (50:p385):

Kb a(p,- po)

Varying chamber pressures may occur during starting and ending burn transients or if the

burn surface area is not constant. However, if the pressure does not change significantly over the

time increment considered, then this equation may be used to calculate the instantaneou.s pressure

for the instanltaneous burning area (50:p385).

B.2.3.1 Propellant Burn Rate. The burn rate is a function of temperature and pres-

sure. The most significant of these factors is the pressure, and the relationship is typically modelled

with the following relationship (50:p383):

r = aPo" (B.7)

where a and nt are empirical values given for specific units of lpressure and burn rate. Typically.

burn rates given assume a reference pressure of 1000 psia. The range of pressures within which this
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relationship is valid varies for the given propellant, but for the propellants to be used in this study

this relationship holds from several hundred psia to several thousand (6).

B.2.4 Nozzles. The flow through a nozzle is strongly affected by the shape of the nozzle

walls. Real nozzles have divergence, rotational flow, viscosity, heat transfer, shocks, and other

effects which make analysis very complex. For this preliminary analysis the rocket nozzle flow is

assumed to be isentropic and one-dimensional.

Throat Exit Plane

Figure B.3. Conventional Nozzle

B.2.4.1 Convcntional Nozzles. The most common nozzle is bell-shaped or conical and

has a single circular throat. Under the one-dimensional assumption, the only important geometric

variable is the expansion ratio (50:p397). With the additional assumption of isentropic flow, the

Mach number can be calculated for any point in the nozzle. With choked flow at the throat and

knowledge of the nozzle expansion ratio, the nozzle exit Mach number can be calculated from

(50:p 4 9 ):

A, 1I + (1+ i'Me!2)1 (B.8)
Ath Me TT 1 + 2

where .l, is the nozzle exit mach number and A, is the nozzle exit area.
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B.-.4.2 Forced-Deflection Nozzles. Conventional nozzles have the problem that for

constant PO and 1, the expansion ratio for optimal expansion is different for varying ambient

pressure. The change in ambient pressure with altitude makes a given nozzle optimum for only one

instant during operation. The forced-deflection nozzle has an altitude- compensating characteristic

which helps this problem and is described below.

Hot Gas Valve .'.-...

Discrete
Throats

Hot Gas Valve

Figure B.4. Forced-Deflection Nozzle

The flow is directed from the combustion chamber through several discrete throats arranged

in an circular ring. The flow is turned to be tangential to the nozzle wall. This creates a void

in the middle of the nozzle flow. The effective nozzle exit area is the ring of flow at the nozzle

exit. This effective area is dependent on the ambient pressure; higher ambient pressure makes the

void larger and the effective exit area, and resulting expansion ratio, lower. This effect makes this

nozzle self-adjusting to changes in ambient pressure. Testing of these nozzles measured the d.esign

point, thrust of forced-deflection nozzles as 98% of ideal thrust (50:p414). An additional advantage

of these nozzles is their short, length compared to conventional nozzles (50:p404). For use in upper

stages, this length advantage is the most important. property of forced-deflection nozzles. The
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nozzle can fit right over the top of the previous stage and minimize wasted volume and missile

length.

One reason these nozzles have not been widely used is the solid particles present in the exhaust

of propellants with metal aluminum as a fuel. The forced-deflection nozzle, with its smaller throats

and sharp turning, can not tolerate the erosive effects of these particles. A "cleaner" burning

propellant is required, such as those using boron as a fuel (7:p4).

B.2-.4.3 Performance Correcions. The thrust generated from one-dimensional isen-

tropic equations is used as the thrust for conventional nozzles. For forced-deflection nozzles, 98%

of the ideal thrust is used for performance calculations. Other losses which affect the performance

of real nozzles are included in the specific impulse corrections discussed later.

B.2.5 Specific Impulse. The total impulse of a missile is the area under the thrust-time

curve. This is also the product of the total expended mass and the equivalent velocity.

I =JTdi = Mp.u,

where I is total impulse, I is time, and Mp is the expended mass of propellant.

Specific impulse is the impulse per unit mass which is "normalized" by dividing by the accel-

eration of gravity at sea-level (50:p322).

IP= I _ ueq (B.9)
MPgf ge

where Ip is the specific impulse of the motor and ge is the standard acceleration of gravity, 32.2

ft/S2 . This definition has the advantage of always having the units of seconds. Actually, for

English units specific impulse is pound-force seconds per pound-mass. Since specific impulse is

directly proportional to equivalent velocity, perfect expansion will optimize the specific impulse,

and therefore thrust, of a nozzle for a given ambient pressure. Often, specific impulse is given for

a propellant; the value calculated for an expansion ratio of 100 and sea level operation. In general,

specific impulse can be thought of as a measure of the potential energy of a particular propellant.
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The specific impulse of a particular propellant is subject to several types of "real world"

losses, each of which diminish the effective specific impulse from the ideal value. The percentage of

theoretical specific impulse lost to these effects has been studied and documented in several sources

(7:p4),(101:pl8). The losses are different for solid propellants with different metal fuels. The more

conventional aluminum-based propellants have a significant loss due to two phase flow. This is

caused by the formation of aluminum-oxide particles in the exhaust. These solid particles do not

expand and accelerate as do gases in the nozzle. The momentum flux lost due to solid particles

present in the flow results in the two-phase flow loss. Alternatively, boron-based propellants have

much less non-gaseous matter in the exhaust. The boron oxide remains in gaseous phase until

after it. is through the high turning region of the throat. The exhaust does not produce significant

erosion of the nozzle wall (7:p4). Therefore, the boron-based propellant is "cleaner", with an almost

entirely gaseous exhaust, and does not suffer as severe a two-phase flow loss. The other performance

loss mechanisms are roughly the same for both aluminum and boron propellants. The two types of

propellant experience the following losses for the same type of conventional nozzle (7:p 4 ):

Source of Aluminum Boron
IF Losses Propellant Propellant

% second- % seconds
Divergence 1 -3 <1 -3
Boundary Layer 1 -3 <1 -3
Combustion Efficiency 2 -6 <2 -6
Nozzle Submergence 1.5 -5 0 0
Two-Phase Flow >4 -25 <3 -9

Total 11-12% ]• -43 J6-7% [ -22

Table B.1. Comparison of Ip Losses

The net result, is that while the aluminum propellant has a higher theoretical specific impulse,

it also has higher losses. The delivered performance of the two types of propellants are relatively

close. However, much more aging and testing data is available for the aluminum propellants, making

them preferable for most risk-averse rocket designers.

B.3 Methodology

The performance of a missile stage is calculated by using an Euler integration scheme; burn

parameters are assumed constant for small increments in time. This allows for variable burn

surface areas and the resulting changes in combustion pressure, burn rate, mass flow, and thrust.
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The propellant grain is assumed to be case-bonded to either cylindrical or conical shaped cases.

Modifications to the grain to accommodate forward domes and tapered propellant. aft sections are

made using reasonable assumptions. Other assumptions include one-dimensional and isentropic

flow, constant combustion temperature, and constant ratio of specific heats. Related to this last

assumption, the propellant combustion products actually change for varyihg combustion pressure

due to its effect on dissociation of the combustion products. This affects the exhaust molecular

weight, ratio of specific heats, exhaust specific heat, and energy density. However, these values are

all assumed constant for the range of pressures used in this analysis.

B.3.1 Sclec Inputs. The inputs required for the propulsion model include: propellant type,

stage shape and diameters, mass of propellant, ambient pressure, time increment for integration,

throat area, and grain geometry parameters. A summary of this data is shown in Table B.2.

The decision will be made for either Integrated Stage Concept (ISC) technologies (as described in

Chapter 4) or conventional missile technologies. The ISC stage includes the following technologies:

"* forced-deflection nozzle

"* boron-based propellant

"* aft-open-ended case

e thrust vector control with hot gas valves

The selection of ISC or conventional technologies determines the use of boron or aluminum-based

propellants. Characteristic propellant properties for each of these two categories were provided

by Phillips Laboratory (73) or, as with the energy density. QR, derived from Phillips Laboratory

data. These characteristics are used to define the properties of the aluminum and boron propellant

used in the study. Additional information, such as the burn rate coefficients for each propellent,

were provided by Aerojet Corporation (6). Table B.2 shows the properties of the two propellants

used for the design study. Performance corrections for losses are broken into two factors: one for

propellant type and one for nozzle type. The propellent-type correction is the reduction of specific

impulse from the theoretical value to the delivered value for a conventional nozzle. The nozzle-type

correction is only for the forced-deflection nozzle, reducing the delivered thrust to 98% of that for a

similar conventional nozzle. The product of these two factors agrees well with the nozzle efficiencies

determined from cold flow tests by Aerojet (58). Thruat is calculated from the effective specific
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Aluminum Boron

Parameter Propellant Propellant

burn rate coefficient, a 0.025238 0.021450
burn rate exponent, n 0.40 0.40
molecular weight, M 29.4 25.5
-y (constant) 1.17 1.22
density, Pppop, (Ibm/ina) 0.06413 0.06470
combustion temperature, R 6366 5637
nozzle-type correction, 17noz 1.0 0.98
propellant-type corr., r/prp 0.89 0.94
specific heat, Cl, ,(ft • lbf/ibm. R) 361.775 336.083
energy density, QR, (ft -lbf/lbm) 2,555,560 2,023,680

Table B.2. Aluminum and Boron Propellant Parameters

impulse of the motor, so both these corrections can be applied to determining the effective specific

impulse from the theoretical value for a particular nozzle and propellant.

The physical constraints of this problem determine several dimensions and factors which affect

the propulsion model. The stage shape, either cylindrical or conical, affects the analysis. For the

conical case the stage shape is approximated in the computer code by a series of cylinders with

varying diameter. This makes the analysis a little more complex. The computer model sums the

surface area and port volume for all the cylinders in a separate DO loop in the program. The

cylindrical version of the model is a subset of the conical case, involving the analysis of a single

cylinder. In either case, the maximum second stage diameter is equal to the first stage diameter.

If a narrower stage is desired this affects the design of the interstage. The maximum stage top

diameter for a conical stage is limited by the diameter of the post-boost vehicle. The existing

first stage of the Minuteman III currently supports a total mass of approximately 27,000 pounds.

In order to ensure at least the same structural reliability as the current system, the new design

must not weigh any more than this total. For a ratio of structural weight to total weight of the

stage (also called structural ratio) of 0.07 and a similar payload weight, this constraint determines

that the maximum propellant weight allowed for the new stage is approximately 22,100 lbs. The

propulsion model starts with this propellant weight as an input and can back down if performance

requirements are exceeded.

For an ISC second stage, the nozzle exit area is approximately the circular area of the first

stage diameter. For a conventional nozzle, the exit area must be chosen. The ambient pressure
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for this second stage operation is assumed to be negligible. Also, the time increment for the Euler

integration scheme is selected in agreement with the increment used by the trajectory simulation.

The final set of inputs are the most flexible parameters of the propulsion design. The throat

area and grain design geometry parameters will be the chief means of controlling pressure, mass

flow, and thrust magnitudes and time histories. The grain design parameters are different for

various grain designs, so there is a similar but separate model for each separate grain design.

B.3.2 Sizing the Stage. Given the grain design parameters, the c=•rs-sectional area of the

grain port. can be calculated. The combination of known mass and density of propellant determine

the volume of propellant to be held by the stage. For a given stage shape (cylindrical or conical)

and the top and bottom diameter of the stage, the stage height may be calculated by:

Volumestage -= l Voluinpropellant + 1VOlumeporl

where:

Volume.,sage = f(stage height, stage shape. grain design)

Volumlnporj g(stage height, stage shape, grain design)

B.3.3 Calculate Constant Values. Several important values are constant, for the entire stage

burn given the previously stated assumptions of constant combustion temperature and ratio of

specific heats. The constant, throat area and nozzle exit area mean that the nozzle exit Mach

number, pressure ratio, and velocity will be constant. The Mach number is a function of expansion

ratio, defined in Equation B.8.

A, 1 1 + IM .2
Ath +Me L 1  2MI

This equation must be iterated for the given expansion ratio to solve for Mach number. A

gradient search method is used to limit computing time. Once the Mach number is calculated, the
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ratio of stagnation to static pressure can be calculated, assuming isentropic expansion (50:p47):

O' + - + (B.10)
Te 2 2

where PR is the static pressure at nozzle exit and M, is the exit Mach number.

While the combustion pressure may change during the burn, the pressure ratio will remain

constant as long as the expansion ratio and ratio of specific heats remain constant. In actual nozzles,

some erosion of the throat occurs, but recent improvements in throat materials and coatings make

the constant throat area assumption reasonable (48:p3).

The exit velocity of the nozzle for a constant nozzle expansion ratio (non-eroding throat

assumption) is also constant, and is a function of (50:p355):

"* The propellant's chemical energy released during combustion

"* The pressure ratio

and can be calculated by

ue = Cp(Tol + I 1 4t)P (B.11)

where C. and QR are the specific heat at constant pressure and the energy density of the propellant,

respectively, and T01 is the initial propellant temperature.

The theoretical specific impulse of a motor is determined from Equation B.9. For changing

propellant burn surface area the nozzle exit pressure and mass flow rate also change. However, for

constant ambient pressure and the other assumptions of this study, the effects of changing nozzle

exit pressure and mass flow rate cancel each other. Therefore, for a constant ambient pressure, the

theoretical specific impulse is constant for the entire burn.

B.3.-4 Euler Integration. The burning process is modeled by first calculating the burn sur-

face area, combustion pressure, nozzle exit pressure, mass flow rate, and thrust, ignoring any initial

transients. The burn time "clock" is still at zero. Given the combustion pressure, the initial burn

rate can be calculated. The burn time "clock" is advanced one time increment, assuming that the

all values are equal to their initial values for the entire time increment. At the end of the increment,

the grain burn distance is equal to the product of the burn rate and time increment:
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Adistance = r . At

The grain burns perpendicular to its surface in all directions, therefore, the burn surface area

at the end of the time increment can be calculated from the burn distance. The specific type

of grain pattern will determine this surface area function of burn distance. From this point, the

combustion pressure, mass flow rate, nozzle exit pressure, and thrust are calculated for the next

time increment. The amount of propellant burned at a particular time is the sum of the expended

mass for all the preceding time increments.

Massexpended -= . Ati
i=O

The burning process will continue until the mass of propellent burned is equal to the initial

amount. present. As discussed in later sections, for some grain patterns, such as multiple-slotted

grain designs, the pressure may drop off so low that termination prior to complete combustion is

necessary to prevent excessively long burn times or unsatisfactory burning conditions.

B.4 Grain Design

Several types of grain design were considered and analyzed including star patterns, end-

burners, modified end-burners, and slotted grain designs. A neutral burning design is the first

choice, but constraints on the system make a regressive thrust profile necessary. A two-slotted

grain design with a central radius provides the best performance of the designs considered. This

design and others considered will be discussed.

Many possible thrust profiles are possible for a solid rocket stage, as shown in Figure B.5.

Assuming constant effective exhaust velocity, thrust is directly proportional to the burn surface

area. This is the case for the assumptions of this design study. There are three general classes of

thrust profiles possible:

" A eutral - the burn surface area and thrust are constant

"* Progressive - the burn surface area and thrust increase with time
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9 Regressive - the burn surface area and thrust decrease with time.

Grain Patterns Thrust Profiles

Neutral time

Q thrust

Progressive 
time

E thrust L

Regressive time

Figure B.5. Internal Burning Grain Designs With Their Thrust Profiles (50:p 3 8 5 )

For non-neutral profiles, the changing surface area creates changes in combustion pres ure,

burn rate, mass flow, and therefore thrust (50:pp 3 8 2 -38 5 ).

B-4.I System Constraints on Grain Design. For most applications, a neutrally-burning

grain design is desired. The constant burn area makes the combustion pressure, mass flow rate, and

thrust constant for the entire burn. This makes the analysis simpler and, since the case must be

designed to the maximum pressure, makes best use of structural weight. For a given total impulse,

the minimum case weight should correspond to a neutral grain design. The most common neutral

grain design is a case-bonded internal star pattern.

The maximum acceleration the system can tolerate is 18 times the standard acceleration

of gravity, or 18 g's. For the desired payload and expected structural weight, this translates
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into a maximum thrust of approximately 55,000 pounds. In order to meet the desired mission

requirements, the trajectory simulation estimates the burn time required at this thrust level to

be at least 115 seconds. Examination of the star pattern equations (13:p303) indicate that for

a maximum case radius of 33 inches the maximum web thickness is approximately 13 inches. In

order to get this length to burn in 115 seconds requires an unacceptably low burn rate. For the

propellants available, the pressure would have to be extremely low for such a slow burn rate, and

the resulting mass flow would not provide adequate thrust. Therefore, for the given physical and

dynamic constraints on the system, a neutral star pattern will not meet the mission requirements.

A regressive thrust profile, as long as it does not exceed the acceleration limits, may deliver the

necessary total impulse. A further illustration of why a regressive burn profile is promising rather

than a neutral one is shown in Figure B.6. A regressive thrust profile more closely aproximates the

combined second and third stage profiles of the Minuteman Ill.

120000 --

100000 NEMESIS

80000

Thrust 60000
lbf

40000 MM III Stage2

20000 AMM III Stage3

0 1I I I I

0 20 40 60 80 100 120
Time, sec

Figure B.6. One and Two Stage Thrust Comparison

B.4.2 Slotted Tube Grain Design. A regressive grain pattern is shown in Figure B.7. This

cross-section shows the single slot intersecting with a central radius. The slot extends all the way

to the case wall. If the slot started short of the case wall, the burn area would begin progressively

till the slot reached the wall and then continue regressively. The burn proceeds perpendicular to
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the propellant at all surfaces. Therefore, as the propellant burns the central tube radius increases.

cutting off more and more of the slot. The slot is also increasing in thickness which in turn cuts

off more of the tube arc. These two effects keep the burn regressive, which terminates when the

tube radius reaches the wall. An advantage of this design over others is that none of the propellant

remains unburned.

Grain Patern During Burn

Slotted-Tube

Port Area

Figure B.7. Slotted Tube Grain Design

B.4.2.1. Assuniphons. For either a cylindrical or conical shaped stage. the slotted tube

grain design requires some assumptions to make analysis possible.

Cylindrical Case - For a cylindrical case, the slotted tube grain design has constant dimensions

for the entire case length. The cross section of the grain design shown in Figure B.7 allows equations

for initial port area to be calculated. Also, the perimeter is calculated in order to determine the

burn surface area. These equations work well assuming that all the propellant is contained in a

cylindrical case with constant cross-section. While analytically desirable, this assumption ignores

the propellant contained in the forward dome and any aft tapered propellant, region (see Figure B.8).

A method of considering these areas is to assume that the propellant volume of the dome and

tapered regions together equals that of a cylinder with the diameter of the case and height of the

dome. If the tapered section's surface is covered with inhibitor, then the tapered region will burn

progressively while thc dome will burn regressively. The net result will be the same as if all the

propellent is in a cylindrical case with the height L, as seen in Figure B.8.
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Figure B.9. Effective and Actual Conical Shapes

B.4.2.2 Slolttd Tube Equations. The two key calculations are the initial port area of

the slotted tube and the expression for burn surface perimeter as a function of burn distance. The

symmietry of this grain design enables analysis to be done on a quarter of the cross-section and then

multiply the results by four. In order to calculate either the port area or burn surface perimeter.

the geometrical parameters must be defined. Figure B.10 shows the geometric variables:

"• F - half the slot. thickness

"• R, - initial tube radius

"• CR - inner case radius

Port Area - The initial port volume is a function of port cross-section area, the port shape

(cylindrical or conical), and the port length. The volume must be calculated to determine the stage

size: the more empty volume the longer the stage must be to hold all the desired propellant. The

port. area is estimated for the cross-section and then used to calculate the initial empty volume. For

a cylindrical stage, the cross-section port area is multiplied by the previously calculated cylinder

height to obtain the volume. For a conical stage, the volume for each incremental cylinder is
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Figure B.10. Slotted Tube Quarter Section and Geometric Parameter Definitions

calculated and summed up to estimate the value for the entire cone. The port area is estimated

by approximating the slot area as a rectangle with width F, and length CR. The remaining area

is calculated by taking a triangular area from the remaining wedge shdpe (see Figure B.11).

Asection = Ar~etangic + Auedge - Atriangic

In terms of the grain geometry parameters, Figure B.11 illustrates how these areas are cal-

culated.

Section
PortAr-e R R+R R1

* ~C +I\ I
R

R1 F

F

Figure B.11. Calculation of Slotted Tube Section Port Area

Wedge angle, 0: =
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Area of the slot:

Arectangle = FCR

Area of the wedge:
0

Awedge = 2v irRi

Reducing:
12 - 1 F

Awedge =- -RIc
2

Area of the triangle:

Atriang1 "- ]F VR - F 2

Quarter section area:

Asection = FCR + - •I F VR -F 2

2 RI, 2

Calculating the total port area:

Alotal = 4 Asection

= FR 2COS-1 ( F)2 2
Atotai = 4FC C + 0Ro) - 2F R?-FP (B.12)

Burn Surface Equation - The burn surface area is calculated by determining the instantaneous

perimeter of a cylinder cross-section. For a cylindrical stage, the burn surface area is calculated by

multiplying the cylinder height and the burn perimeter. For a conical stage the same calculation

is made for each incremental cylinder and summed up to approximate the burn surface area. The

burn perimeter is calculated in terms of the parameters defined in Figures B.10 and B.12. The

perimeter for a section is:

Ssection = Liot 1 + Late

where S is perimeter and L is length. Figure B.12 illustrates how these lengths are calculated. The

wedge angle, 0, is the same as before:
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Figure B.12. Calculation of Slotted Tube Section Perimeter

The complement of the wedge angle, ',, is:

The slot, angle, 0, is defined as:

The slot edge length formed by the truncation of the slot by the case and tube is:

L.Iot = CRcos(O) - Rlc,)s(V)

Substituting:

L.gto = CRcos i (si)) - RIcos (sin- (F ))

The arc length is:

L. = R 10

Substituting:

Larc = Rcos-lI (F)
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The total section perimeter is therefore:

Sieacton =- CRCOS (sin-i (Z ))- Ricos (s~in(- ) + Ricos1 ' L

Calculating the total perimeter:

S otaI -= 4 * Ssection

Substituting:

° =al - 4 [ciCOs (sin-' (s)) - Rjcos (sin-, (FL)) + Ricos-' (-F)] (B.13)

The burn surface perimeter is recalculated during the performance model for each time in-

crement. The values for F and R1 are increased by the burn distance for the preceding time

increment:

Ad = r At

Where Ad = burn distance in At and r = burn rate, assumed constant for At.

Therefore:

Fnew = F&1d + Ad

and

= RoI., + Ad

In this manner, the varying burn surface area is calculated as the burn progresses.

B.4.2.3 Performance Characteristics. The slotted tube grain design provides a re-

gressive burn profile. An example of how the burn surface area changes with time is shown in

Figure B.13.

The corresponding thrust profile is similar, and is shown in Figure B.14.
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Figure B.13. Typical Slotted Tube Burn Surface Time History

A key feature of this grain design's regressive thrust profile is that the curve is convex instead

of concave, like an exponential function. The burn tapers off at a reasonable rate, rather than

quickly diminishing asymptotically to zero thrust. This results in a burn profile which terminates

while still providing a significant level of thrust. As will be illustrated later, this is a major advantage

of the slotted tube over other regressive grain designs.

B.4.3 Mulliple-Sloted Regressive Grain Designs. Another regressive grain design considered

is a slotted pattern with more than two slots. This pattern, illustrated in Figure B.15, consists of

slots with semi-circular ends radiating from the center of the case cross-section. If the slot length

is equal to the case radius, then the triangular regions between the slots burn away in a regressive

manner. If the slots do not initially extend to the case wall, then the burn profile will start off

progressive until the slots reach the wall and then continue regressively.

A circular central radius may be included, but will disappear as the slot edges intersect during

the burn. Since they do not add much to the design, they were left out of the analysis.

B.4.3.1 Burn Equations. As with all central-burning grain designs, the initial port

area and burn perimeter function must be calculated. It is convenient to divide the grain into 2 . N
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Figure B.14. Typical Slotted Tube Thrust Profile

equal wedges, where N is the number of slots. Figure B.16 shows a sectional element for a three-slot

grain design. The port area easily calculated by:

2N (-f +f(I - f-an0) + (B.14)
4tanO 2 /

The burn surface area is calculated as a function off, half the slot thickness. As this distance

grows the grain transitions through three burn regions labeled in Figure B.16.

Burn Region 1: Valid for f _< (CR - 1)

Burn perimeter for region 1:

Sregioni = 2N( + (l- (In (B.15)

Burn Region 2: Valid for (CR - 1) < f <
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3-Slotted Grain Design 6-Slotted Grain Design

Figure B.15. Multiple-Slotted Grain Designs

Burn perimeter for region 2, using orthogonal projections to calculate the angles necessary to

calculate the arc length (3 7 :p2 5 1):

S71 (f 2 + i I)+ ,
q gin22N + f - Cos- Cos-R f (B. 16)tanO (2 ( 2 Rf J LI]

Burn Region 3: Valid for f> /! -12

Burn perimeter for region 3:

Sregion3 =: 2N 1 (f (- - (B.17)2
tanO ( (B.17)

These burn equations are implemented in the propulsion model. The current half slot thickness

determines which burn region the grain is currently in, and the model uses the appropriate perimeter

equation.

B.4.3.2 Performance Characteristics. There are many possible different combinations

of the burn parameters: slot thickness, slot length, and number of slots. Several different combina-

tions of these parameters yield approximately the same total impulse. However, several drawbacks

to this grain pattern make it only marginally successful.
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Figure B.16. Multi-Slot Grain Pattern Section and Burn Regions

Once the burn becomes regressive, as it must to prevent excessive accelerations at the end of

the burn, the thrust, level drops off quickly. The thrust decreases almost exponentially, and becomes

asymptotic to zero thrust. Figure B.17 illustrates this rapid decline in thrust once the slot burns

to the case.

Operating at. such a low thrust level while experiencing the effects of a gravity field does not

provide much additional performance. Therefore, the thrust probably should be terminated prior

to complete combustion. This of course wastes some of the propellant and leaves the total impulse

short of the required value. This aspect of the slotted grain design makes the slotted tube a more

attractive grain design selection.

B.4.4 Endburning Grain Designs. Endburning grain designs were originally considered in

an attempt to get a neutral burn with a longer burn time than the star pattern. The burn surface

area on an end burner remains constant: the crows-sectional area of the grain. Of course, this is

only true for a cylindrical stage. Conical endburners will have the thrust drop off regressively as

the burn progresses up to the thinner portion of the grain. Unfortunately, the endburning stages

are limited in the surface area available to burn. The cross-sectional area of a cylindrical stage

with diameter of 64 inches is about 3200 in2. The resulting low mass generation rate makes for low

thrust values, as seen in Figure B.18. In order to get the required total impulse out of the stage,

burn times of several hundred seconds are necessary. For orbital maneuvers this burn time may
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Figure B.17. Typical Multi-Slot Thrust Profile

be acceptable, but for an ICBM stage, the long burn is unacceptable. The effect of gravity during

the burn as well as thrust vector control system limitations make a long burn time infeasible for

an ICBM stage.

B.4.4.1 Modified Endburners. In an attempt to provide more thrust from endburning

designs, modifications to the initial end shape were investigated. Instead of a flat bottom to the

grain, parabaloids, ellipsoids, and even star-pattern tubes of varying height were analyzed. The

resulting burn patterns are regressive. As the grain burns upward, the curvature to the grain-end

becomes less and less, until the area approaches the circular cross-sectional area. This provides a

regressive burn, but unfortunately, the thrust drops off too quickly and the burn time is still too

long (see Figure B.19).

B.4.5 Programs. The propulsion performance calculations are performed in two separate

computer models: one each for a cylindrical and conical stage. Either ISC or conventional tech-

nologies are used in either program. The different propellant parameters and system efficiencies

are defined according to the selection of which type of technology. This decision is made by the

user when prompted by the program. Each program is written in FORTRAN-77.
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Figure B.18. Endburner Grain Design and a Typical Thrust Profile

There are several of each type of program, one for each different grain type considered and

analyzed:

"* slotted tube

"* multi-slot

"* endburner

"* modified endburner (various modifications)

The version for the slotted tube grain design with a cylindrical stage is called SLOT. The version for

the slotted tube grain design with a conical stage is SLOTCONE. SLOT is a subset of SLOTCONE

in that the latter includes an extra loop to sum up the surface area and volume of a series of cylinders

used to approximate the conical-shaped stage. The following is a listing of SLOTCONE.

PROGRAN SLOTCOIE
*

* This program will calculate the mass flow, pressure,
* and thrust time histories for a conical missile stage.
* The cone's base and top diameters, mass of propellant,
* propellant parameters and nozzle throat area are
* requred. A regressive single slot design with a
* central radius will be used, otherwise known as a
* slotted tube.

REAL NP,NE,MN,DOT,NBAR,K,!,ISP,NPAY,MST'R,LCOIE,D(500)
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Figure B.19. Modified Endburner Grain Design and a Typical Thrust Profile

REAL FC500) ,R1C500) ,APORTCSOO)
INTEGER ANSWER
OPEl CUNIT=8 ,FILE='pchanber' ,ST&TUS='UNKEOWE')
OPEN(UNIT=9,FILE='burnarea' ,STATUS='UNKNOWN')
OPEN(UNIT=1O.FILE='dougdata' ,STATUS'IUNKIOWN')
OPEI(UNIT=11 ,FILE='accel' ,STATUS='UNKNOWN')
OPEI(UNITi12,FILE='dvector')
OPENCUNIT=13,FILE='f')
OPEN(UIIT=14,FILE='rl')
OPEN CUNIT=16 ,FILE= 'aport')
OPEN CUNIT=i5 ,FILE='maesprop' ,STATUS='UNKNOWN')
OPEI(UNIT=17 ,FILE= 'output' ,STATUS= 'UNKNOWN')

* Input the mass of Propellant

PRIIT*,'ENTER THE MASS OF PROPELLANT IN LDN'
READ* , P

* Input mass of payload for acceleration calculation

PRIIT*,'EITER THE MASS OF PAYLOAD IN LBM'
READC IMPAY

* Input structural ratio for acceleration calculation

PRINT*, 'ENTER THE STRUCTURAL RATIO'
READ*.ESIO

* Calculate structural mass

MSTR=EPSILON*MP/( 1-EPSILON)

* Input grain cylinder diameters, base and top
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PRIIT*',ENTER THE GRAIN COKE BASE DIAMETER, INCHES'
READ*,DBASE

PRINT*,'ENTER THE GRAIN CONE TOP DIAMETER, INCHES'
REkDe,DTOP

* Calculate the inner case radius

CR=DBASE/2
*

* Input nozzle throat area

PRINT*,'ENTER THE NOZZLE THROAT AREA IN SQ. INCHES'
READ*,AT

* Input the slot half thickness

PRINT*,'ENTER HALF THE SLOT THICKNESS (CONE BASE)'
READ*,FBASE
FO=FBASE

* Input the central radius

PRINT*,'ENTER THE CENTRAL RADIUS (CONE BASE)'
READ*,RIBASE
R1O=RIBASE

* Input the ambient pressure, assumed low and constant
* for 2nd stage

PRINT*,'ENTER THE AMBIENT PRESSURE IN PSIA, (< 2)'
READ*,PA

* Input the time increment

PRINT*,'ENTER THE TIME INCREMENT IN SECONDS'
READ*,DT

*

* This part of the program will define initial parameters
* depending on the choice of integrated stage concept or
* conventional technologies

* Choose ISC or Conventional missile technologies

ANSWER=1
RBAR=1545.43
PI=3.14159
PRINT*.'ENTER 1 FOR ISC, 0 FOR CONVENTIONAL'
READ*,ANSWER

* If this is an ISC stage then define the propellant
* parameters, efficiencies, and temperatures
* corresponding to Boron based propellant and ISC
* technologies

* Boron Propellant and Forced-Deflection Nozzle Numbers
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IF(ANSVER.EQ.1)TNEN
A=.02145
N=.4
NBAR=26.5
K=1.22
RUOP=.0647
T2=5637
ETANOZ=.98
ETAPROP=.94
CP=336.083
QR=2023680

* Calculate the nozzle exit area for reverse dome FD
* nozzle

AE=PI*DBASE**2/4
ELSE

A=.025238
N=.4
KBAR=29.4
K=1.17
RHOP=.064131
T2=6366
ETANOZ=1.0
ETAPROP=.89
CP=361.775
QR=2555560
PRINT*,'ENTER THE NOZZLE EXIT AREA. IN12'
READ*,AE

ENDIF

* Sizing the Stage: Calculate the cone height based on
* the known propellant volume and cone base & top
* diameters. The cone will be approximated by
* 3 number of cylinders with diameters varying from
* DBASE to DTOP.

* Fill the arrays for diamters (D), half slot
* thickness (F), and central radius (RI).

PRINT*,'ENTER 8 OF CYLINDERS TO APPROX. THE CONE, <500'
READ*,J

* Web thickness must be constant for each cylinder,
* so it must be calculated at the cone base and used
* to determine each cylinders central radius. The F:R1
* ratio will be the same for each cylinder.

WEB=DBASE/2-R1BASE

DO 15 I=1,J
D(I)=DBASE-(I-1)*(DBASE-DTOP)/J
RI(I)=D(I)/2-WEB
F(I)=RI(I)*FBASE/R1BASE

15 CONTINUE

* Calculate the height of the cone by equating the volume
* of propellant to the total volume of each cylinder minus
* each cylinder's port volume.
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* Calculate the volume of propellant

VP=MP/PHOP

* Assuming that 100% of the propellant is in the cone
* thon calculate the cons height.

DENOM=0
DO 20 =I=,J

APORT(I)=4*F(I)*D(I)/2+2*ACOS(F(I)/R1(I))*
+ RI(I)**2-2*F(I)*SQRT(RI(I)**2-
+ F(I)**2)

DEIOM=DENOM+D(I)**2*PI/4-APORT(I)
20 CONTINUE

* Calculate cylinder's height

H=VP/DENOM

* Cone height:

LCOUE=H*J

* Calculate gas constant

RGAS=RBAR/MBAR

* Define the initial propellant temperature

TI=B27

* Iterate to find the nozzle exit Mach number.
* First calculate the expansion ratio, then use a
* gradient search to iterate on the expansion ratio /
* Mach number equation to find Mach number.

E=AE1AT

* Initial guess for exit mach number

ME=2

* Set up continue loop structure to iterate

50 COTIINUE
VALUE=(2/(K+1)*(1+(K-1)/2*RE**2))**((K+I)/(2*(K-1)))/ME
DIFF=E-VALUE

* Calculate the derivative of the Mach number equation

DM=2*( (K+I)/(2*(K-1)))*(2/(K+I)*(1+(K-1)/2*ME**2))**
+ ((3-K)/(2*(K-1)))-(2/(K+i1)*(+(K-1)/2*ME**2))**((K+1)/
+ (2*(K-1)))/ME**2

DIFF2=DIFF**2
IF(DIFF2.LE.0.001)GO TO 55
ME=ME+DIFF/DM
GO TO 50

55 CONTINUE
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* This section will be a large IF-WHILE loop which will
* start with initial geometry and step through the burn
* process with delta-time increments.

* Set initial parameters

T=O
M=O
TI=O
AB=O
ACNAX=O

* Calculate initial burn surface area

DO 25 I=1,3
CR=D (I)/2
AB=AB+4*H*CCR*COSCASIICFCI)/CR) )-

+ RI(I)*COSCASIICFCI)/RICI)))-i
+ Rl(I)*ACOS(FCI)/Rl(I)))

*25 CONTINUE

WRITEC9,*)T,AB

* Calculate inital chamber pressure

WRITEC8,40)
G=32. 174

* PC=(CAB*A*RHOP)/(AT*G*((K*(2/(K+1))**(CK+1)/(K-1)))/
+ (RGAS*T2*G))**.5))**(1/C1-I))

WRITEC8,*)T,PC
PCMAX=PC

* Calculate inital mdot

* NMDOT=AT*PC*G*SQRTCK)*(2/CK+1) )**C(K+1)/C2*CK-1) ))/
+ SQRT(RGAS*T2*G)

* Calculate nozzle exit pressure

PE=PC/(1+( CK-1)/2)*NE**2)**CK/CK-1))

* * Calculate nozzle exit velocity

UE=CCP*2*G*(Tl+QR/CP)*C1-(PE/PC)**((K-1)/K)))** .5
UE=UE*ETANOZ*ETAPROP

* Calculate motor ISP

* * ISP=CUE+CPE-PA)*AE/NDOT)/G

* Calculate the inital thrust

THRUSTNMDOT*ISP
WRITECIO,40)

40 FORMATC'data = [1)
WRITE(1O,*)T,THRUST,NDOT
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* Start the incremenal burning process; will continue
S* as long as the total burned mass is less than the
* specified mass of propellant

60 IF(M.LE.MP)THEN

* increment time by DT

T=T+DT

* Calculate burn rate, R

R=A*PC**N

S* Calculate the burn distance during delta-t

DD=R*DT

* Perform loop to calculate the burn surface area

AB=O
DO 30 I=l,J

Calculate the new slot half thickness

F(I)=F(I)+DD

* Calculate the new central radius

RI(I)=RI(I)+DD

CR=DCI)/2

* Calculate the new burn surface area

IF(CR(I).LE.CR)THEN

AB=AB+4*H*CCR*COSCASIN(FCI)/CR))-
+ RI(I)*COSCASIN(FCI)/R1(I)))+
+ RI(I)*ACOS(F(I)/RI(I)))

ELSE
GO TO 65

ENDIF

30 CONTINUE

WRITE(9,*)T,AB

* Calculate the new chamber pressure for this increment

PC=(CAB*A*RHOP)/(AT*G*C(K*C2/(K+I))**((K+1)/(K-1)))/
+ (RGAS*T2*G))**.5))**(I/(1-I))

* is this the maximum pressure?

IF(PC.GT.PCMAX)THEN
PCMAX=PC

ENDIF

WRITE(8,*)T,PC
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* Calculate new mdot for this increment

MDOT=AT*PC*G*SQRT(K)*(2/(K+I))**((K+I)/(2*(K-1)))/
+ SQRT(RGAS*T2*G)

* Calculate new nozzle exit pressure for this increment

PE=PC/(l+((K-1)/2)*ME**2)**(K/(K-1))

Calculate nozzle exit velocity for this increment
(should be same for entire burn)

UE=(CP*2*G*(TI+QR/CP)*(1-(PE/PC)**(((K-1)/K))))**.5
UE=UE*ETANOZ*ETAPROP

*

* Calculate motor ISP for this increment (should be same)

ISP=(UE+(PE-PA)*AE/MDOT)/G

* Calculate the new thrust for this increment

THRUST=MDOT*ISP

WRITE(1O,*)TTHRUSTMDOT

* Calculate the mass burned up to this time increment
*

N=M+MDOT*DT
*

WRITE(i5,*)T,K
*

* Calculate total impulse up to this time increment

TI=TI+THRUST*DT

* Calculate the acceleration in g's;
S* is this the max acceleration?

ACCEL=THRUST/(MP-M+MPAY+NSTR)
IF(ACCEL.GT.ACMAX)THEN

ACMAX=ACCEL
ENDIF

WRITE(1i,*)TACCEL

* Loop back and check if M < Mp
*

GO TO 60
ENDIF

65 CONTINUE
*

S* Calculate average diameter, final radius, and
* central radius

DAVG=(DBASE+DTOP)/2
FAVG=(F(1)+F(J))/2
R1AVG=CR1(1)+RICJ))/2

WRITE(1O,68)
WRITE(8,68)
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68 FORNAT('J;')

* Write output to file

WRITE (17,70)
70 FORNAT( 'RESULTS')

WRITEC17,80)M,TILCOIET,UE,ISP,PCKAX.ACnAI,
+ FO,Rl0,DAVGFAVG,RlAVG

80 FORNAT('NASS OF PROP. =1,2X,F9.2,2X,'LBK'
+ /'TOTAL IMPULSE =1'2XE13.6,2X1,LBF-SEC'
+ /'LENGTH OF CYLINDER =1,2X,F1O.2,2X'1INCHES'
+ /'BURN TINE =',2X,F6.2,2X'1SECONDS'
+ /'EXIT VELOCITY =',2X,F8.2,2X1'FT/SP
+ /'ISP ='.2X,F6.2,2X1,LBF-SEC/LBM'
+ /'NAXINUII PRESSURE =',2X,F8.2
+ /'MAXIMUM ACCELERATION = '2X,F6.2,2X,'G'S'
+ /'INITIAL SLOT HALF THICKNESS, BASE =',2X,F8.2,2X1,II.'
+ /'INITIAL CENTRAL RADIUS, BASE 'P,2X,F8.2,2X,'II.'
+ /'AVERAGE CONE RADIUS =',2X,F8.2,2X,'IN.'
+ /'AVERAGE FINAL HALF SLOT =',2X,F8.2,2X1,IN.'
+ /'AVERAGE FINAL CENTRAL RADIUS =',2X,F8.2,2X1'IN.')

S * terminate program

STOP
END
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Appendix C. Structural, Thermal, and Materials Design

C.1 Introduction

The four subsystems in the NEMESIS Structural, Thermal, and Material (STM) design are

the external protective material (EPM), case, internal insulation, and liner. Figure C.1 shows a

cross sectional view and Figure C.2 shows the linear relationship of the four subsystems to each

other.

A
T
MPM
0 CASE
S
P PROPELLANTNULTOH INSULATION

E LINER
R
E

Figure CA. STM Cross Sectional Interfaces

Basic functions of each subsystem include the EPM protecting the case frnm atmospheric

debris impact and aerodynamic heating effects while the case provides the missile's basic structural

properties needed to withstand the extreme in-flight loading conditions. Internal insulation protects

the case from the high temperature combustion of the propellant. Finally. th, liner provides

the bond between propellant and insulation, and prevents age-limiting chemical reactions. Each

subsystem performs a function in maintaining the structural integrity of the misile. If one of these

subsystems fails to perform its task, a complete mission failure results.

C. 2 Scope

This appendix covers the research, analysis, simplified models, and preliminary designs of the

four subsystems required for structural and thermal integrity of NEMESIS. The outcome of the

research effort was a realization of key attributes that required modeling and potential approaches

to modeling. The underlying purpose for the ainalysis and models was to allow for preliminary

design determination. As a result, many simplifying assumptions were made, and they will be
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Figure C.2. STM Interfaces

introduced where appropriate. The simplified models allowed for exploration of the NEMESIS

design space, and ultimately the definition of four oplinal missile designs.

The availability and cost aspects of the. NEMESIS STM design are addressed from a quali-

tative standpoint. The detailed availability and cost analysis are covered in other portions of this

document. In addition to being cost-effective and reliable, the NEMESIS STM design must be

producible using conventional processing techniques. This appendix addresses the STM design

manufacturing process and the cost and reliability benefits associated with the approach. The first

* stage of NEMESIS is constrained to be the current MM IIl first stage. To prevent exceeding the

structural capability of the MM III first stage, the NEMESIS second stage and payload weight is

limited to the current 27,000 pound limit of the MM III second and third stages and payload.

C.3 Feasibility Study and Results

The first task of the design group was to determine the feasibility of the project based on

preliminary analysis and prior studies. Thus, a feasibility study was initiated to determine if
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Table C.1. Structural Ratios of Various Systems
Document Diameter (inches) ] Stage [ SR

AFRPL-TM-82-25 (Dec 82) * 26 1 0.08
26 2 0.128

SAWE Paper No. 1838 (May 88) ** 92 1 0.06
92 2 0.091

92 3 0.1
46 1 0.073
46 2 0.089

Philips Lab (Mar 91) * 46 1 0.077
46 2 0.11
46 3 0.123

46 1 0.068
46 2 0.076

51.7 1 0.065
51.7 2 0.073

Philips Lab (Jul 91) * 50.3 1 0.065
50.3 2 0.073

S *(34)

0 ** (97)

*** (83)

**** (25)

previous design studies had been able to achieve structural ratios commensurate with those required.

Structural ratio (SR) of a stage is defined as follows:

Define the following parameters:

m, - structural mass of the stage

rnp - propellant mass of the stage

SR -
m. + mp

Based on a preliminary trajectory analysis, using the ideal rocket equations and MM III data,

a structural ratio of approximately 0.07 is required (see Chapter 1). Table C. 1 shows representative

structural ratios calculated from the designs presented in four reports that were reviewed.

All of these designs incorporated integrated stage technologies and some were able to achieve

structural ratios below 0.07 for first stages. An initial concern was that 0.07 might not, be possible

on a second stage, because second stages in Table C.1 carry a higher structural ratio. However,
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to meet performance requirements, the designed second stage had to be as large as some of the

reported first stages, leading to the belief that the structural ratio required for the project was

indeed feasible.

C.4 Case Design and Structural Model

This section documents the literature review and research performed to support the devel-

opment of a case design for an integrated second stage booster. Questions that will be asked

and answered range from "What is filament winding?" to "How can filament winding be used to

produce a viable second stage?"

C.4.1 Background. From early on in the design process, the selection of composites over

metals was made for reasons ranging from weight savings to producibility. The method of manu-

facturing a rocket motor case focused on a technique known as filament winding. Filament winding

is a technology often associated with composites but sometimes rarely understood despite its usage

for numerous years. Numerous journals, magazines, and nearly every book dealing with compos-

ites outline the basic principles of filament winding. Filament winding was chosen as the primary

method to design the integrated second stage as it is especially suited for the fabrication of rocket

motor cases where internal operating pressure dictates the design and fabrication of the case. P.R.

Evans explains filament winding by stating the process as one whereby "...alternating layers of helix

or polar wraps with 900 or hoop wraps [are placed] onto a mandrel shaped to form the desired case

interi. ; profile." (38:p4A-3) The mandrel, the determiner of shape, permits a variety of designs,

from spherical to conical to geodesic. (6 3 :p4 4 9 ) A filament wound case is used in pressure vessel

applications because of its ability to carry loads. Principally, the helical layers carry the axial

loading whereas the hoop layers carry the internally generated hoop stress loads forming a sound

vessel. Filament winding is accomplished by physically winding composite fiber in a "continuous

band consisting of several tows or rovings" from one end of the mandrel to the other. Figure C.3

shows the general process of how composite cases are wound. (38:pp 4A-3 - 4A-10) In addition,

a conventional rocket motor case is shown in Figure C.4. Shape is determined via the mandrel

and openings at one or both ends are determined using bosses. In the rocket motor case, skirt

attachments, the portions extending beyond the pressure vessel itself for interstage connections,

can either be wound or laid as composite laminate.
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Filament winding can be accomplished in many ways. One way is for a spool of dry fiber

to be passed through a resin bath as it. is wound onto the mandrel. Secondly, the composite may

already be immersed in the resin, a condition known as preimpregnated, and directly wound from

the spool onto the mandrel. Lastly, and the most questionable method, is to wind the fiber dry

onto the mandrel and soak it with resin primarily through vacuum pressure techniques. All of these

methods must be evaluated prior to actually building a rocket motor case. After the case has been

wound, a curing cycle occurs where the case forms a rigid vessel and the mandrel is removed.

Success with filament winding lies in understanding the anisotropic behavior of composites.

Composites are "very strong and stiff in the direction of the fiber but [are] comparatively weak

in other directions where only the resin matrix is available to resist loads." (38:p. 4A-2) A wide

range of materials and properties exist and will be discussed in greater detail later in this appendix.

However, the primary materials used in filament winding are graphites and carbons for fibers, with

epoxies, polyesters, polyimides, and silicones used for resins. (93:p.449)

Filament winding exploits the unidirectional strength of composites by creating numerous

load paths due to the helical and hoop layering process. Loading of the rocket motor case is not

restricted to a single direction. Axial loads arise primarily in thrust and 1 ressure and coexist

with bending and internal pressure loads. The alternating layer process allows for a filament

wind design to handle these varying loading conditions. However, "...in general, space motors and

ballistic motors are dominated by internal pressure loads." (70:p.10) This key factor forms the

basis for developing equations, shown later, to design a viable rocket motor case. Knowing the

maximum expected operating pressure (MEOP), the designer, with material properties known,

creates a filament wound design of sufficient thickness to withstand this load.

As mentioned earlier, filament winding has been used extensively for rocket motor cases for

over two decades. J.P. Denost, in charge of the France's Aerospatiale Filament Winding Program,

details the design and usage of filament wound rocket motor cases for the past 25 years. (30:p. 5-2)

Here in the United States, filament winding has made its way onto space structures ranging from

the Space Shuttle to the developmental Small ICBM and Peacekeeper missiles. In each instance,

the advantages of composites over metals warranted design, development, and usage of filament

wound structures to meet operational nf.eds. The principal advantage is, of course, a weight savings.
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Figure C.5. Winding Angle is Crucial to Proper Case Builup

Composites are comparatively less dense than metals and coupled with design in loading paths.

filament wound vessels are able to achieve a significant weight reduction for equally capable cases.

* Nevertheless, there are numerous problems encountered with filament winding. First, deter-

mining the winding angle presents a challenge. The winding angle, or o, is the angle at, which

composite fiber is laid on the mandrel in the helical direction. With regards to a rocket motor

case where an opening exists at the forward end to accommodate an igniter, the angle must be

determined that. will allow for a complete wrap of the vessel without overstressing the opening (see

Figure C.5).

Secondly, determining material properties and actual delivered strength of the pressure vessel

* is an iterative process. Exact composite material properties may vary from batch to batch and

are usually the result of existing microscopic flaws or environmental factors such as moisture and

humidity. (93:p. 451) Stephen Swanson of the University of Utah examined this point in depth in his

paper, Stren gth Design Criteria for Carbon/Epoxy Pressure Vessels. (100) His basic premise is well

known: namely, the failure mode for composite structures lacks consistency in failure compared to
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metals. The inconsistencies, he states, originate with micromechanical defects in individual fibers,

variations in composite production, and/or differences in the bonding resin. (100:pp. 522-526) The

basic conclusion rompares predicted pressure vessel failure with actual failure. For the majority of

design work, prediction failure based on normal stresses in the fibers is sufficient for analyzing the

strength of pressure vessels. (100:p.526) A third problem that arises during the filament winding

process is the difficulty of keeping uniform tension on the fibers. Finally. preventing fiber damage

and making sure the fibers have sufficient shelf life during winding must be taken into consideration.

These problems can be overcome for design and development of a viable rocket motor case.

Understanding how filament winding was used in the past is critical to understanding how

to employ it in this design application. As mentioned earlier, the Small ICBM (SICBM) used

filament winding techniques for production of its rocket motor case. The SICBM was originally

a 30,000 pound ICBM upgraded to a 37,000 pound capability with a single warhead payload.

Development of a filament wound pressure vessel was crucial to its successful operation. The SICBM

first stage motor case is a filament wound carbon epoxy primary structure utilizing Amoco's T-

40(810)/8P preimpregnated material system. The pressure vessel utilizes a variable angle helical

(16.9' at the fwd datum and 29.50/320 at aft datum) and 900 hoop plies, while the skirts incorporate

unidirectional tape in 0' and plus/minus 450 orientations along with 90' filament wound hoop plies."

(45:p. 13) The case used interspersed hoop and helical plies in order to debulk the case as it was

fabricated resulting in a low void, high performance composite. (45:p. 13) Figure C.6 outlines the

filament wound configuration of the 256 inch long SICBM case.

Filament winding has also seen application in the design and production of the Peacekeeper

fCBM. Typical Stage I properties were a MEOP of 2385 psi and a cylinder length of 204 inches.

Again, the design loads were withstood using a carbon epoxy filament wound pressure vessel.

Because of the success with these designs in the past, i.e. the proven technology of filament

winding, the NEMESIS second stage case design uses proven principles and tested concepts in

developing a viable rocket motor case.

The method used to determine a minimum composite thickness for the integrated second

stage is called netting analysis. The Handbook of Composites defines netting analysis as "...a

simplified procedure used mainly to estimate fiber stress in a cylindrical vessel subject to internal

pressure. This method is based on the assumptions that only the reinforcing fibers have a load
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Figure C.6. The SICBM Composite Case Layup
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carrying capability and that all fibers are uniformly stressed in tension." (93:p. 468) Though not

quite as advanced as a finite element analysis, netting analysis does allow the designer some insights

into the workings of a filament wound pressure vessel. The netting analysis procedure adapted for

this study first determines a minimum thickness, divided into hoop and helical plies, to withstand

internal pressure loads. Figure C.7 outlines the netting analysis procedure. (104:p. 6-12) With

knowledge of shape, each step builds upon the other to design a filament wound pressure vessel

using netting analysis. Next, an examination of buckling criteria ensues along with the defining of

some geometric properties. Finally, a weight is estimated based on thickness, length. and density

of the case.

The following equations were developed by P.R. Evans and are presented in several papers

including his Cornposite Motor Cast Design. (38:p. 4A) Given the radius of the pressure vessel

and the MEOP, axial and hoop line loads are calculated and converted into minimum thicknesses

based strictly on fiber properties, i.e. contributions from the resin are ignored.

Define the following parameters:

e to - helix fiber thickness (in)

* 1,,0 - hoop fiber thickness (ii])

* o - helix fiber tensile strength (psi)

* ac0 - hoop fiber tensile strength (psi)

* A* - axial line load (lb/in)

* No - hoop line load (lb/in)

* P - internal pressure (psig)

o R - radius (in)

a a - helix winding angle (0)

* t - total thickness (in)

"* E - Young's Modulus (psi)

"* v - Poisson's Ratio (dimensionless)

No = -PR N = PR
2

= A'- =. - [NO(tan(o)) 2]r , - C, ,.( )2 V'qo
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Geometric Shape

Calculate winding angle at Aft

major diameter a A and Fwd
tangent line a F

a. I af;

Calculate number of Helical layers
(Na) required at point of max
tension load (usually at max diam)

Na 0ta

Calculate Helical buildup along
conical/cylindrical section

Compute number of Hoop layers

(Ngo) required at stations along
conical/cylindrical length

N.-J Ngo

Compute composite thickness at
Aft major diameter and Fwd Tan

for Helicals (t.) and Hoops (t 9d

Design dome shapes

Figure C.7. Netting Analysis Flow Diagram
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Buckling equations are examined to ensure that the pressure vessel does not collapse under

a given load or the increased load seen during flight. Buckling is a condition whereby compressive

loads, whether static or dynamic, result in a columar failure of the rocket motor case. This failure

can occur at stress levels significantly below the composite strength values. Other instances of

buckling are termed localized buckling and can occur in highly stressed regions or areas of local

discontinuity. This type of buckling is often best handled via FEA type programs. The following

calculation predicts a columar buckling stress for the given vessel that will cause failure. (3 :p. 4) To

ensure that the vessel does not fail, actual stress must be below this buckling stress. A simplifying

assumption of an orthotropic Young's Modulus is adopted for the equation using the concepts of

netting analysis that stress is carried in the fiber direction.

1 E l
SNck- vf- - -- R

P = 0.3 > Ubuck = O.6E-R

Other principal normal stresses are calculated (via the following equations) to ensure vessel

integrity. (42:p. 311) The normal stresses should be below fiber strength to prevent rupture.

PR

PR

0a = -P
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Finally, weight and volume calculations are made based on both geometric and material

properties. (37)

Define the following parameters:

* p, - density of composite

* Vf - fiber volume (as a percentage)

* pj - fiber density

e Vr - resin volume

* p, - resin density

P7 = V! P1 + V, p,

W = 7rDtp,

We,,e = WL

*V•.a = 7rR 2 L

Similar type calculations are used for a conical pressure vessel. The majority of these equations

come from the report, Design of Filament Wound Rocket Cases, by Alex Wozchieechowicz. Whereas

Evans uses a single wind angle, Wozchieechowicz optimizes a wind angle for each of the three sections

of the conical body: aft dome, barrel, and forward dome. (see Figure C.7) An optimal wind angle

ensures the entire vessel is covered adequately with composite material in sufficient quantity to

provide strength. Further, optimized wind angles prevent band (composite fiber) slippage and

allow for a stable winding path. (104:p. 6-6) From here, minimum thicknesses for each section are

calculated. Finally, buckling analyses and geometric properties are developed for conical sections.

For a conically shaped rocket motor, it must be understood that the winding angle for a

filament wound case must transverse three curved surfaces: (1) the forward dome (subscript f), (2)

the barrel (the length of the pressure vessel, subscript b), and (3) the aft dome (subscript a). The

three sections are wound integrally via machine. Since no one wrapping angle uniquely maximizes
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the wrap, a series of winding angles must be calculated. When unequal polar openings occur for a

case, a geodesic wrap angle is impossible (104:p. 6-6). A series of three equations are calculated

using the following parameters:

9 rfb - radius of the forward dome (in)

e bw - bandwidth of the fiber (in)

* xoj,b - radius of the filament band meanline (in)

* a1 - helical winding angle of forward dome (0)

* ab - helical winding angle overr barrel (0)

* n, - helical winding angle of aft dome (0)

* t f,b.a - thickness of composite for section (in)

& 7'•f,b,a - radins of conical section before dome (in)

* Other parameters as definded earlier

bw
xola = rfa + b-

2

1
o0f,a = arcsin o b = -[20. + o' ]

ref a 3

Nofa,b -= Pref,a,b Nor a b = Prf,a,b

'2 8J' " r',~

tNkfa,b Nof,a,b Nb= ,.,b [Ncfa,btan(oaf,a,b)2]
t = uOa[COS(af,a,b) 2 ] 90o,a,b = 0"90

ref + r- a

2

e Total forward dome thickness: t! = f•! + tg0o

* Total aft. dome thickness: 1a = t aa + t 9oa

* Total thickness of the barrel: t b = tab + t60 b

C-1 5
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(104)

C.4.2 Operating Conditions and Requirements For the integrated second stage motor

case, the MEOP multiplied by a factor of safety of 1.25 forms the basis for a filament wound

design. A typical loading scheme for a rocket motor case is shown in Figure C.8.

S-0 
f

COMPOSITE

DOME COMPOSITE BODY

METAL FWD POLE METAL AFT POLE

I- - -I

0

PRESSURE

COMPOSITE SKIRT

METAL SKIRT
RINGS /

AXIAL LOAD --

Figure C.8. Typical Rocket Motor Case Loading Scheme

Besides MEOP, other driving design requirements are temperature and external loading.

With regards to temperature, the case experiences heat from two sources: aeroheating due to

friction and internal combustion temperature. In each instance, the case must be designed to

withstand these temperatures and remain operational for the duration of flight. For aeroheating,

external protective material (EPM) serves a dual purpose in keeping the baseline case cool and

* preventing fragmentation damage. Internal insulation helps maintain a desired temperature within

the combustion chamber. Tension, compression, and bending form the external loading scheme

C .-16
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that must be withstood. With loading conditions analyzed, development of a viable rocket motor

case can be undertaken.

C.-4.3 Structural Model Development . Because the success of the entire second stage

design is so closely tied to overall vehicle strength and weight, it is crucial to design a lightweight,

structurally sound vessel to integrate with the other portions of the design. To do this job, it was

critical that the STM model receive information from the propulsion model to produce a viable

design that could in turn be used by the trajectory model for evaluation of performance. Hence, a

structural model of inputs and outputs was needed that would take into consideration those factors

necessary to integrate with the other models. Figure C.9 is an outline of the STM model. As an

illustration, with an input of MEOP from the propulsion model. the STM model would develop a

rocket motor case of sufficient size and strength for the mission. The weight of this vessel would

be submitted to the trajectory group for analysis in the area of performance. As the process was

dynamic and iterative, many variations in design parameters allowed for a constantly evolving

design. Nevertheless, Figure C.9 served a key role in developing an integrated second stage.

0

0

0

0

0
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Figure C.9. STM input/Output Model
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The next step within model development used two techniques: Response Surface Methodology

(RSM) and Optimization. RSM is typically a technique employed when the underlying equations

are not explicitly known. However, RSM did help provide an understanding of the factors which

were significant for the design. From the netting analysis equations developed previously, it can be

seen that many parameters help determine the design of a filament wound pressure vessel. But,

there is only intuitive, not definitive, knowledge of which factors predominate in design. Therefore,

a basic RSM study was undertaken.

There are numerous ways to approach RSM, but one of the easiest and quickest is to examine

a small number of factors at two levels. Factors are merely the variables themselves and levels are

distinct values that the variables may range between. For example, the length of the pressure vessel

is in a known range. However, its exact length changes to fit design requirements. By looking at

length between a given range, e.g. 120 inches up to 200 inches, the relative significance of length

on overall weight can be estimated. For a more in depth look at RSM, several excellent texts exist.

(19)

The following four studies, Tables C.2- C.3- C.4- C.5, look at some of the key variables

influencing the structural part of this project. The variables (labeled factors) are given followed by

the two levels the variable was set at in calculating weight. The charts show the variables tested

in all possible combinations, with a minus sign (or -1) corresponding to the low setting of that

variable and a plus sign (or +1) corresponding to the high setting. The numbers at, the bottom of

each column are called effects and give a relative significance of how that variable influences the

response (weight). For example, a -10 in fiber strength indicates that as fiber strength goes from

its low setting (300 ksi) to a high setting (600 ksi) the overall effect would be to decrease weight.

This makes both intuitive and mathematical sense when examined closely. It can be expected

that case weight would decrease as the composite gets stronger and less material is required. The

columns corresponding to two or three digits are interaction columns. They merely show the relative

influence of one variable on another variable in the overall weight estimation. The cubical graphs

that follow, Figure C.10, are three dimension representations for each of the three variable cases.

They can be interpreted by visualizing a 3-D axis system where the origin corresponds to a (-1, -1,

-I) level for each factor extending out and up to a +1 level for each factor

C- 19



Case 1:

Factors:
1. Fiber Strength Lov=300 ksi High=600 ksi
2. Pressure Low:1250 psi High:2000 psi
3. Radius Lov:26 in 1igh:32 in

Table C.2. Compariosn Between Fiber Stren th, Pressure, and Radius
Run I _I 1 1 2 [3 I12 .13 23 123 Weight(lbs)

I + - - - + + + - 282.985
2 + + - - + + 141.493

3 + - + - + + 452.774
4 + + + - + - 226.388
5 + - - + + - + 428.664
6 + + - + - + 214.332
7 + - + + - - + 685.862
8 + + + + + + + + 342.931

347 -231 160 142 -53 -47 32 -11

Case 2:
Factors
1. Fiber Strength Low:300 ksi High=600 ksi
2. Density Low=.052 pci High=.065 pci
3. Length Low=180 in High=230 in

Table C.3. Comparison Between Fiber Strength, Density, and Lensth
[Ru [I 1 2I I12 13 123[ 123 Wight(lbs

1 + - - - + + + - 270.646
2 + + - - - - + + 135.323
3 + - + - - + + 315.372
4 + + + - + - - 157.686
5 + - - + + - + 345.826
6 + + - + - + - 172.913
7 + + + -+ - 398.579
8 + + + + + + + + 199.290

249 -166 36 59 -12 -19 3 -1
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Case 3:

Factors
1. Density Low=.052 pci High=.065 pci
2. Pressure Low=1250 psi High=2000 psi
3. Radius Low=26 in High=32 in
4. Fiber Strength Lov=350 ksi High=600 ksi

Table C.4. Comparison between Density. Pressure, Radius and Fiber Strength
[uniI F1 2 i13 1 4 [ 12 [13 [ 14 1234 Weight(lbs)

1 fi- - - + + + + 242.559
2 + + - - - 303.198
3 + - + - + + - 388.094
4 + + + " - + - - + 485.118
5 + - - + - + - + - 367.426
6 + + - + - - + + 459.283

7 + - + + - - - + + 587.882
8 + + + + - + + - - 734.853

9 + - - - + + + - - 141.493
10 + + - - + - - + + 176.866

11 + - + - + - + + 226.388
12 + + + - + + - + - 282.985

13 + - - + + + - - + 214.332

14 + + - + + - + + 267.915

15 + - + + + - - 342.931

16 + + + + + + + + + 428.664

353 157 326 289 -371 -41 -85 -170 -2
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Case 4:

Factors:
Pressure Lov=1250 psi High-2000 psi
Radius Low=26 in High=32 in
Helical Low=450 ksi High=650 ksi
Hoop Lov=500 ksi High=700 ksi
Length Low=160 in High=180 in
Density Low=.052 pci High=.065 pci

Table C.5. A Fractionated Design Comparing 6 Factors at 2 Levels
I Run I I 1 2 13 .4 5 1 6 Weight(lbs)

1 + - - 129.839

2 + + - + 263.141
3 + - + - - + + 311.410
4 + + + - - - + 393.359

5 + - - + - + + 178.288
6 + + - + - - + 225.205
7 + - + + - - - 170.570

8 + + + + - + - 345.688
9 + - - + - + 135.935
10 + + - + + + 275.495

11 + - + - + + - 208.659

12 + + + - + - - 263.569
13 + - - + + + - 115.914

14 + + - + + - - 146.418
15 + - + + + - + 173.276

16 + + + + + + + 351.172
230 210 186 -68 -86 '02 100

Finally, the fourth case used a software program called SAS (Statistical Analysis System) to

examine the interaction of six variables: pressure, radius, helical fiber strength, hoop fiber strength.

length, and density. A full combinatorial run of six factors would have amounted to running 128

cases, however, using Box's technique of fractionating, the effects of just the main variables can be

achieved in only 16 runs.

The overall conclusions of the RSM brought some interesting observations to light. Yes,

pressure does play an integral part in determining weight of the pressure vessel, but other factors

are also key. Intuitively, composite strength determines a great deal of the overall weight. As

strength increases, weight of the case decreases. As length and radius increase, so does the weight

of the filament wound structure. By conducting RSM. it was possible to see how varying one of

the variables could influenco lip others as well as overall structural weight.
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To further refine the idea of minimizing case weight, an optimization program called GINO

(General Interactive Nonlinear Optimizer) was employed. (62) GINO employs a variation of the

simplex method whereby variables are manipulated to find a feasible solution and then maximized

or minimized according to the objective funstion. Inputting the combined thicknesses equation

developed from Evans as the objective equation and placing a range on each variable, GINO deter-

mined the mix to minimize weight. The conclusion of using GINO is, not surprisingly, where each

variable is optimized, i.e. when fiber strength is highest and overall length is lowest, etc., weight is

minimal. The results (inputs and respective output) are shown below and in Table C.6 where the

optimal minimal weight is reported as Objective Function Value.

MODEL:
1) MIN=6.283*R*L*H*((P*R)/(2*Sl*(COS(S7.297*A

))-2) + ((P*R- ((P*R/2*C(TANCS7.297*A))-2
))))/s2));

2) R=32.5; (R=radius)
3) A>10; (A=Alpha, helix wind angle)
4) A<25;
5) L>150; (L=length)
6) L<180;
7) H>.052; (H=density of composite)
8) H<.066;
9) P>1250; (P=MEOP)
10) P<2000;
11) S1>500000; (Sl=helix fiber tnesile strength)
12) S1<650000;
13) S2>650000; (S2=hoop fiber tensile strength)
14) S2<700000;
END

OBJECTIVE FUNCTION VALUE = 142.280840

Table C.6. GINO Output for Minimum Weight Objective Function
VARIABLE VALUE REDUCED COST

R 32.50 0.0
L 150.00 0.0
H 0.52 0.0
P 1250.00 0.0
Si 650000 0.0
A 25 0.0
S2 700000 0.0
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C,4.4 Material Selection/Comparison . Because material strength played such an integral

role in case development, extensive effort was expended to research typical composite properties.

Solicitation of all major manufacturers (DuPont, Hercules, BASF, Fiberite, etc.) resulted in receiv-

ing data sheets on material specifically suited for filament winding a pressure vessel. In addition,

typical resins and cure cycles were examined. The intent of material selection was not to identify a

single best material combined with a single best resin. Rather, an overall examination of materials

along with tradeoffs became the central focus. Finally, representative material properties would be

used for analysis and design of a filament wound rocket motor case.

The majority of this portion examined a report from Morton-Thiokol, Inc. to the Rocket.

Propulsion Laboratory entitled: Adi'anced Composih (Cabf Materials Evaluation (ACCM E). au-

thored by Neal Mumford. The intent of the report was to identify materials for possible future

development in a pressure vessel application. Figure C.1 I outlines design and driving requirements

for various missiles.(70:p. 13) The emphasis for NEMES.IS is the ballistic motor category with a

driving requirement of internal operating pressure.

Fibers that, the structural group examined fell into the carbon/graphite category, which

demonstrate high fiber strength and an interinediate modulus. This type of material becomes well

suited for filament winding. Within the ACCME, the importance of interrelationships beiween

heat, compaction, winding tension. cure and prepreg rheology is outlined. (7 0:p. 8) Additionally,

the benefits of interspersing hoop and helical wound layers are expounded. Finally, Mumford points

out that the design variables showing the greatest effects on case strength are: (1) stress ratio (a

ratio of helix fiber stress to hoop fiber stress). (2) interspersment of helical and hoop layers, and (3)

dome reinforcements. (70:p. 12) Surprisingly, "...wrap angle, wrap pattern and polar openings and

skirts have no known material dependent effect on the performance of properly designed cases."

(70:p. 12) From these types of studies, an idea of how to develop a viable motor case becomes

evident.

It is important to keep in mind that MEOP is the primary design driver with external

structural loads being secondary drivers for design of cases. Therefore, those materials that provide

the greatest resistance to internal pressure loads become primary candidates. The fibers that most,

often niiet these specifications are carbon fibers. "Carbon fibers have a high specific strength with

very good fat igue properties, are nonhygroscopic (i.e. non water absorbing) and form high modulus.
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DESIGN REQUIREMENT SPACE MOTORS BALLISTIC MOTORS OTHER (TACTICAL,ETC)

MEOP (PSIG) 1,000 700 TO 2,000 700 TO 3,600

TEMPERATURE (F) 20 TO 100 25 TO 110 UP TO -65 TO 145

EXT LOADS (LB/I•) 1,000 1,500 TO 5,000 UP TO 7,000

AEROHEAT (F) NONE TO 350 300 TO 1,400

OTHER LOW OUTGASSING LOCAL SUPPORT LOADI VERY HIGH ACCELER

DRIVING REQUIREMEN1 MEOP MEOP/TEMP/LOADS EXT LOAD/AEROHEAT

MAT REQUIREMENTS

FIBER STRENGTH HIGH HIGH NOT A DRIVER
STIFFNESS NOT IMPORTANT MODERATE - HIGH HIGH
COMPRESSIVE STRGT NOT IMPORTANT MODERATE - HIGH HIGH
SHEAR STRENGTH NOT IMPORTANT MODERATE - HIGH HIGH

TEMPERATURE EFFECT LOW WITHIN 30 TO 100 LOW WITHIN 30 TO 100 LOW WITHIN -65 TO

145. SHORT AEROHEA
RESIN TOUGHNESS NOT REQUIRED HIGH IMPACT RESIST

CANDIDATE MATERIAL KEVLAR, GRAPHITE KEVLAR, GRAPHITE GRAPHITE
RESIN EPOXY, LOW DENSITY RIGID EPOXY HIGH TEMP RESIN

Figure C. 11. Missile Loading Scheme Design Drivers
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high shear strength composites." (70:p. 19) Table C.7 is a typical list of fibers and some of their

associated properties collected from representative composite manufacturers.

Table C.7. Typical Fiber Properties
FIBER DENSITY (pci) STRENGTH (ksi) MODULUS (msi)

*,Kevlar 49 .0520 538 20.1
T-700 .0652 646 41.0

T-40(810) .0645 763 40.2
IM-6 .0615 684 44.3
T-650 .064 700 42.0

T-40 (12K) .065 820 42.0
IM-7 .064 770 40.0

From this list. selected material properties were chosen for the design and analysis of a fil-

ament wound case. With respect to resins, the most important factor considered was the glass

transition temperature, Tg. Tg is important due to aeroheating and internal operating temper-

atures. To ensure the composite maintains its integrity, the temperature seen by the composite

must not exceed the Tg of the resin. Examination of resins looks primarily at the epoxy family.

Mumford points out other considerations with regards to resins such as safety (toxicity), pot life,

cure temperature, modulus, damage sensitivity, etc. The majority of resin candidates were those

developed by Fiberite, Inc. and Thiokol, Inc. Table C.8 lists typical resin properties from these

companies.

Table C.8. Typical Resin Properties
RESIN TYPE I Tg°C DENSITY (g/cc) STRENGTH (ksi) [MODULUS (msi)

930 Epoxy 180 1.36 12 0.66
934 Epoxy 190 1.3 4.0 0.6
974 Epoxy 180 1.27 17 0.6

977-3 Epoxy 200 1.25 20 0.7
UF-3299 Epoxy 52 1.26 2.4 0.33

UFX-83-19 Epoxy 228 1.26 11.2 3.88

Netting analysis was outlined earlier - this analysis relies strictly on fiber strength, ignoring

the effects of the matrix. Today's fibers have demonstrated strengths in excess of 1000 ksi, however,

such high strength is not the only consideration in rocket motor cases. The interrelationships can

not be forgotten, and as will be seen later, a thinner case generally implies thicker insulation.

Therefore, a balance must be struck between material properties and other needs. Finally, thought
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must also be given towards the handling, manufacturing, producability, and cost of the composite

case.

C.4.5 Design of the Integrated Second Stage . Based on the equations presented earlier in

this appendix, along with typical material properties, a candidate rocket motor cases were designed.

The following are the equations and solutions generated on Mathcad in development of a represen-

tative filament wound rocket motor case. The equations originate from Evans, Wozchieechowicz,

and Roark and Young.

0
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This portion of the design will help determine case wall thickness
using a process called Netting Analysis.

Definitions:
(1) ta=helix fiber thickness (in)
(2) t90=hoop fiber thickness (in)
(3) oa=helix fiber tensile strength (psi)
(4) o90=hoop fiber tensile strength (psi)
(5) Ný=axial line load (lb/in)
(6) NO=hoop line load (lb/in)
(7) P=max pressure to design to (psig)
(8) R=radius of cylinder (in)
(9) a=helix winding angle (in degrees)
(10) E=Young's Modulus (psi)
(11) g=Poisson's Ratio (dimensionless)

The first portion of this program deals with cylindrical sections:
The series of equations come from P.R. Evans' article, 'Composite
Motor Case Design'. (see Bibliography for full citation)

Let's put in some numbers based upon our proposed design:

P : 1246.69-1.25 psi Ga := 500000 lb/inA2 L := 157.72 + 28

R := 33 in 090 : 600000 lb/inA2

a := 25 [-1 first number in degrees converted to radians for MCAD

D := 2"R D = 66 diameter
P = 1558.3625 psi

P'R
NO :=-

2
4

N4 = 2.5713.10 lb/in

NO : PR
4

NO = 5.1426-10 lb/in

ta
2

oa-(cos(a))* ta = 0.0626 in
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NO - [N'(tan(a))2]
t90 :

090

t90 = C.0764 in

Total thickness = ta + t90

t := ta + t90
t = 0.139 in

Determining the weight per unit length of material
(1) Pc = density of composite
(2) Vf = fiber volume
(3) pf = fiber density
(4) Vr = resin volume
(5) pr = resin density

Vf .6 pf := .0625 ib/in^3 Vr := .4 pr .043

pc Vf'pf + Vr'pr
pc = 0.0547 lb/inA3

W : tD't'pc
W = 1.5765 lb/in
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Moving on to calculating loads

Based on the thickness we just calculated, we come up with:*

Axial stress P.R

2-~t

5
O = 1.8499"10 lb/in^2

Hoop stress P-R

e t
0 5

a = 3.6997"10 lb/in^2
0

We need to define a few more variables for the material:

Young's Modulus (based on IM-7 in 977-3 resin) E := 23500000 lb/in^2
Poisson's Ratio := 0.3

The resulting equations can now be used: (See Roark and Young)

Radial displacement of a circumference

2
P*R[

R := 
1 - 2]]

8R = 0.4416 inches

Change in height dimension

P'R'L
S: (0.5 - g)

E't
L= 0.5848 inches
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Buckling stress is perhaps the greatest concern for axially loaded
cylindrical bodies. The following formula predicts a critical buckling
load; however, most tests show that actual structures fail at between
40 - 60 % of the predicted value. This is due in part to imperfections
in the material, manufacturing, etc. (see Roark and Young, 'Formulas for
Stress and Strain', pp. 449, 557)

Buckling stress

buck 1 2]

0 4
0 = 5.9908"10 lb/inA2
buck

This value is how much the given design can withstand - to ensure the
missile will not fail due to buckling, the axial stress must be lower
than this value.

Use classical formula: stress = load/area

Load = total weight above Stage I Load 27000 lbs
Area of a very thin annulus (p.66 formu) Area := 2-R-t

Area = 28.8209 lb/in^2
Then, our stress is:

Load
stress : -

Area
stress = 936.8205 lb/inA2

Finally, the case weight and volume equations are as follows:

W := W'L W = 292.7881 lbs
case case

*2 5

V := ItR L V = 6.3538"10 inA3
case case
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Let's look at some of the stresses in a conical section:
(see Roark and Young, p.557)

The Principal Normal Stresses are:
Let the angle of taper =•

S:Iin degrees converted to radians

For right, truncated cone there are two radiuses,
the first was our big R, the coning part is r.

R : 33
Uniform internal pressure with tangential edge support

r := 26 P'r

1 2"t'(cos(p))
5

o = 1.4577-10 psi
0 1

P'r

2 t'(cos(P))
5

a = 2.9154-10 psi
2
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Examining some buckling cases

Define the following parameters:

(1) E 23500000 psi
(2) : 0.3

Case 1: Thin truncated conical shell under axial loading

2"•'ZE-t 2 [(cos(N) 2
load

bucki

13~ -[1 _ý2]

6
load - 1.7261"10 lbs

buckl

Actual buckling strength is from 40-60%, or:

(Roark and Young) load := 0.3[ 2"-7E-t •I(cos(p))
bucklact

5
load = 8.5559-10 lbs

bucklact
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Case 2: Same shell under combined axial load and internal pressure

r
load:= 2" 'E't (cos(p))

buck2 E t-cos (0).

6
load 6.619"10 lbs

buck2

Some geometric properties of a right truncated conical section:
(see Eshbach)

([)V 1•[R 2 + r2 + (R'r)]

5

V = 5.1014-10 in^3

(2)L R + (2-Rr) + [32]]
CG :=-

4" + R'r +r

CG = 85.5494 in from base

(3) Let m=W/g g : 32.2 W'L
m -

09 -r g
5 5

R - r
I := 3"m'

c 10.JR3 _-r3]

SI = 4049.0481
c

(4)
5 5

R - r
k : 3=

C 10.R 3 -_ r 3]

k = 21.1022
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The following information is based on the report 'Design of Filament
Wound Rocket Cases' by Alex Wozchieechowicz, prepared for Hercules, Inc.
on 1 December 1968.

For a conically shaped rocket motor, it must be understood that the winding
angle for a filament wound case must transverse three curved surfaces: (1)
the forward dome, (2) the barrel (the length of the pressure vessel) , and
(3) the aft dome. No one wrapping angle uniquely maximizes the wrap.
Therefore, a series of winding angles must be calculated.

When unequal polar openings occur for a case, a geodesic wrap angle is
impossible. The reasons are outlined in section 6.3.3, p 6-6 of the
report.

Therefore, a series of three equations are used:
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Calculating the optimal winding angle of the forward dome:

Define the following parameters:
(1) rf=radius of the forward dome
(2) bw=bandwidth of the fiber
(3) xof=radius of the filament band meanline
(4) cf=helical winding angle of forward dome
(5) ref=radius of conical section before dome

Let:
r := 16 inches r := 26 inches

f ef
bw := .1 inches

xr +
of f x =16.05 inches

of

: asin 11 [

LLXef 1j
r= 38.1198 degrees

f

Calculating the optimal winding angle of the aft dome:
Define the following parameters:

(1) ra=radius of the aft dome
(2) bw=bandwidth of the fiber
(3) xoa=radius of the filament band meanline
(4) aa=helical winding angle of forward dome
(5) rea=radius of conical section before dome

Let:
r : 16 inches r := 33 inches
a ea

bw = 0.1 inches

x == r bwi
oa a

x = 16.05 inches
oa[:oa F180

a asin -- •
a H

tea JJ
a = 29.1019 degrees

a
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Calculating the optimum winding angle over the barrel portion:

Define:
(1) ab=helical winding angle over barrel

Let:

ab [ý3]j* '2a + ]f
a = 32.1078 degrees

b

Calculating the required thickness for each of the three sections:

Define the following parameters:

P=internal pressure in psi
R=radius in inches
A=tensile loading in lbs
M=bending moment in in-lbs
ta=helical layer thickness in inches
t90=hoop layer thickness in inches
oa=ultimate helical fiber stress in psi
o90=ultimate hoop fiber stress in psi
a=winding angle (in degrees converted to rads for MathCad
NO=meridional tensile load in lbs/in
NO=hoop membrane tensile load in lbs/in

Calculating the thickness for the forward dome:

Let:
P : 1933-1.25 0 : 500000 a : 600000

P = 2416.25 a 90

P-r
ef

N
Of 2 4

N = 3.1411-10 lbs/in

N P'r
Of ef

4
N 6.2823"10 lbs/in

Of
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NOf
t

0af •2o •

t = 0.1015 inches
af

N f- HN f tan[f [i=z]]]]
ef lf 11801 --

t
90f G

90
t = 0.0725 inches

90f
TOTAL FORWARD DOME THICKNESS:

t :t + t
f af 90f

t = 0.174 inches
f
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Calculating the thickness for the aft dome:

P'r
ea

N
Oa 2

4
N = 3.9868"10 lbs/in

N :P-r a
Oa ea

4
N = 7.9736-10 lbs/in

N Oa
Oa

t

cia 2

0 [cos ]
t = 0.1044 in
ca

N - [N 4tan~ [ L]fl
*Oa ýaa 180]

t
90a 0

90
t = 0.1123 inches

90a
TOTAL AFT DOME THICKNESS:

t :t +t
a aa 90a

t = 0.2167 inches
a
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Calculating the thickness for the cylindrical section:

Define the following parameters:

*r +

ef ea
r
b 2 r = 29.5 inches

b

P-r
b

N
ýb 2

4
N = 3.564"10 lbs/in

N := P'r bb
8b b

4
N 7.1279-10 lbs/in

N OhOb

ctb 2'

t 0.0993 inches

ab

90b 8 LL

t
*90b 

G 990

t = 0.0954 inches
90b

TOTAL THICKNESS OF THE BARREL:

t :t +t
b ab 90b

t = 0.1948 inches
b
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C.5 Internal Insulation Design, EPM Design and Thermal Model

Without protective materials, the case cannot withstand the extreme thermal and atmospheric

debris impact environments. Therefore, compatible protective materials were selected and a thermal

model constructed to determine protective material thicknesses required.

C.5.1 Internal Insulation Design . Internal insulation protects the inside of the case from

the high temperature combustion that occurs during missile flight. The case must remain at a

relatively low temperature, compared to the propellant burn temperature, to maintain its structural

properties. The insulation is designed such that it sufficiently inhibits conductive heat transfer to

keep the case wall temperature below a preset limit. This preset limit is driven by the resin case

composite resin, because the case composite fibers can withstand a much higher temperature before

their structural properties degrade. The insulation must also have chemical compatibility with the

materials it interfaces with (case and the liner) so that long term aging is not an issue. However,

the material selection is primarily driven by insulation properties.

C.(.5.1.1 Background . Asbestos-based insulators have been the material of choice

for missile insulation for many years. The ban on asbestos-based insulators has led to extensive

research and development of asbestos-free rubbers for use as missile insulators. A rubber based

insulator. Kevlar filled Ethylene Propylene Diene Monomer (EPDM), has thermal properties similar

to or better than its asbestos counterpart. Atlantic Research Corporation completed a study (106)

in 1986 that characterized Kevlar/EPDM thermally, structurally and chemically. The thermal

characterization obtained thermal properties of Kevlar/EPDM as a function of temperature and

heating rate (see Table C.11). The structural characterization showed Kevlar/EPDM's ability to

withstand the high speed flow environments within the combustion chamber. As long as local Mach

numbers were kept below 0.09, mechanical removal of the insulation material is not a concern. The

chemical characterization showed that Kevlar/EPDM provided excellent bonds with many different

conventional propellants.

C.5.1.2 Operating Conditions and Requirements . Due to the two propellants (alu-

minum and boron) considered for this study, there are two thermal environments that the internal

insulation must withstand. First, integrated stage technology uses boron-based propellant with a

burn temperature of 2859 0 C. Second, conventional technology uses aluminum-based propellant
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with a burn temperature of 3264 0 C. The required internal insulation thickness at each point de-

pends on exposure time and temperature. The exposure time is a function of second stage burn

time and propellant grain configuration. The exposure temperature is a constant for a particular

propellant. These parameters are obtained from the propulsion design. In order for structural

integrity to be maintained, the case wall temperature must be kept below 135 0 C through the com-

pletion of second stage burn. 135 0 C was chosen as the limiting temperature because it is slightly

below the typical glass transition temperature for the resins used in missile composite case material.

(54)

C.5.1.3 Material Selection . The selection of Kevlar/rubber (EPDM) is based on

its thermal, structural and chemical properties. Rubber is used because of its excellent insulation

properties. Kevlar fibers are used because of their structural and erosion resistant properties.

Another important consideration in material selection, is its ability to conform to the surface

shape. Kevlar/rubber can be molded, laid-up or filament wound over the mandrel. (101:p. 9)

Filament winding is chosen so that only one manufacturing technique is needed for the EPM. case.

and internal insulation. This is a significant producibility advantage and a potential area of cost

savings.

C.5.1.4 Further Study for Detaih d Design . Several areas for further study have been

identified. First, charring of the insulation at the propellant/insulation interface was not taken into

account. Charring occurs when Kevlar undergoes decomposition at approximately 4500C and

forms a char layer. The char layer resists erosion much better than the underlying virgin material,

but has different thermal and structural properties than the virgin region. (106:p. 2) Second, the

thermal properties of the insulation vary with temperature. Since worst case values were used in

the thermal model, accounting for varying thermal properties will decrease insulation thickness,

and therefore weight. Third, insulation erosion occurs if the velocity of the propellant gases being

expelled exceeds a Mach number of approximately 0.09. (10 6:p. 3) Erosion occurs when the

propellant is expelled at high enough velocities to shear off the insulation char layer. Fourth, the

parameter driving insulation thickness is the case's ability to withstand heat while maintaining its

structural properties. The NEMESIS design does not allow the case temperature to exceed 135 0 C.

Although the composite fibers can withstand a temperature well above 135 0 C, the requirement

is derived from the glass transition temperature of the composite resin. In a study performed by
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Morton-Thiokol on high temperature composites, several commercially available fibers were used

along with high temperature resin to filament wind test pressure vessels. Test results showed

that high temperature composites were effective up to 315 0 C, a significant improvement over the

NEMESIS design. (70:p. 30) Based on results from the thermal and weight models, internal

insulation weight would be reduced by approximately one-third for each design (up to 70 pounds).

C.5.2 External Protective Material (EPM) Design . The purpose of the EPM is to prevent

degradation of the case's structural properties from aerodynamic heating or collision with atmo-

spheric debris. The case must remain at a relatively low temperature, compared to the exterior

missile wall temperature, to maintain its structural properties. The location of the EPM between

the case and the atmosphere, allows it to act as a heat sink for aerodynamic heating and as a

deflector/absorber for atmospheric debris. The EPM is designed such that it absorbs enough heat

to keep the case wall temperature below a preset limit. The EPM must also have material compat-

ibility with the case. However, the material selection is primarily driven by insulation properties

and an ability to withstand debris impact.

C..5.2.1 Background. The determination of the heat transfer to the missile body. due

to aerodynamic heating, is a complex problem involving many variables. Atmospheric temperature,

density, thermal conductivity, specific heat, and viscocity, to name a few, vary as the missile gains

altitude. Actual heat transfer depends on the missiles aerodynamic characteristics and whether the

boundary layer flow is laminar or turbulent. Heat, transfer also varies with the missile's velocity,

material properties. and flight path angle. The Small ICBM had a requirement for an EPM

design and extensive tests were performed (28) to determine the best design approach. Twenty-

four EPM designs were constructed from various materials and each design was subjected to three

tests, based on pebble mass, pebble velocity and impact angle. The selected design used layers

of Kevlar 49/Epoxy Resin filament wound over the graphite/epoxy pressure vessel. Although the

design was driven by the atmospheric debris requirement, this design met all aerodynamic heating,

producibility, and thermal flash requirements for the Small ICBM. Morton-Thiokol determined that.

the minimum EPM thickness for debris impact was 0.064 inches. This thickness is based on two

hoop plies wrapped over the case (0.018 inches), followed by two plies at, minus 100 (0.023 inches)

and two plies at plus 100 (0.023 inches). In the NEMESIS design, the actual thickness may be

higher for aerodynamic heating mai;n;ition as d, i. rtnined by the thermal model.
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C.5.2.2 Operating Conditions and Requirements . The need for EPM is driven by:

(1) NEMESIS must fly through and survive post-nuclear blast debris. This environment

originates when a nuclear blast occurs in the vicinity of the missile silo prior to launch. Debris

from the nuclear blast is spread throughout the immediate area and the ICBM must pass through

these particles at very high velocities. The specific requirements, shown in Table C.9, are based on

Morton-Thiokol testing. (28:p. 97)

(2) As an ICBM flies through the atmosphere, it is heated by aerodynamic friction. NEMESIS

must withstand aerodynamic heating effects that raise the external skin temperature to 2600C (98).

Even though the atmospheric temperature and density decrease as the ICBM's altitude increases,

the velocities achieved by the ICBM are large enough that the external temperature increases

drastically. The Minuteman III Stage 2 specification (98) states a maximum temperature of 260 0C

at the outside motor wall. This occurs at about 73 seconds after first stage ignition. Because

NEMESIS uses the MM III first. stage and has similar above first stage weight, the assumption

is made that NEMESIS has the same maximum external wall temperature. Therefore, the EPM

thickness must be a minimum of 0.064 inches for debris impact and sufficient to prevent the case

wall temperature from rising above 135°C.

Table C.9. Debris Requirements

I 11 I 2 I 3 7
Pebble Mass .91 .883 .977

Pebble Velocity (fps) 317.0 382.2 218.0
Panel Angie (deg) 21.2 15.4 34.0

C.5.2.3 Aerodynamic Heating Model . Given the MM iNi requirement of 260 0 C

at 73 seconds, identification of the aeroheating profile prior to and after 73 seconds from first

stage ignition is required. Rather than arbitrarily assuming a profile, the adiabatic wall equations

(61:pp. 271-291) below are used to calculate the basic shape (not the actual temperatures) of the

aerodynamic heating curve up to 73 seconds after launch. The altitude, time and velocity are

obtained from the trajectory model for a simulated MM III flight. The physical properties of the

air are determined at the reference temperature (TR). Table C.10 shows the results.

Define the following parameters:

* TAV$. - Adiabatic Wall Temperature (OK)
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Table C.10. Calculated Air Properties
ITIME (s) NEW TAW IALT (ft) 1 I T, I Tw I TAW" I TR I PRANDTLE

0 288.2 OK 0 288.2 288.2 288.2 288.2 0.707 1007
20 322.2 10K 129139 268.2 288.2 288.2 282.6 0.707 1007
28 368.6 20K 287776.5 248.5 322.2 322.2 301.5 0.707 1007
35 434.0 30K 495310.8 228.7 368.6 368.6 329.4 0.7 1009
40 508.5 40K 712835.7 216.5 434.0 434.0 373.1 0.69 1014
44 616.5 50K 986125.3 216.5 508.5 508.5 426.8 0.686 1021
48 746.4 60K 1319721 216.5 616.5 616.5 504.5 0.684 1030
52 879.1 70K 1682803 216.5 746.4 746A 598.0 0.685 1051
55 1033.8 80K 2107614 216.5 879.1 879.1 693.6 0.695 1075
58 1216.4 90K 2591951 223.5 1033.8 1033.8 806.9 0.709 1099
61 1404.7 100K 3139284 232.5 1216.4 1216.4 940.9 0.726 1141
63 1466.9 I1OK 3328920 241.6 1404.7 1404.7 1079.0 0.728 1159
66 1540.7 120K 3504690 250.6 1466.9 1466.9 1126.4 0.728 1159
68 1594.6 130K 3676794 259.7 1540.7 1540.7 1181.9 0.728 1175
71 1676.3 140K 3876993 268.7 1594.6 1594.6 1223.4 0.728 1175
73 1729.9 150K 4072650 277.7 1676.3 1676.3 1284.7 0.719 1189

" T, - Free Stream Temperature ('K)

"* Tw - Wall Temperature (°K)

"* TR - Reference Temperature ('K)

0 1 V: - Missile Velocity (-)

"* (C - Specific Heat (k kiK)

p - Coefficient of Viscosity ("v--

k - Thermal Conductivity (--

* Prandtl - (unitless)

TAW = T, + V"P-randtl
2Cp

Prandtl = Ck"k

TR = T,,: + 0.5[Tw - T,] + 0.22[TAw - TU]

The temperature values for the adiabatic wall (150 - 1457 0 C) are linearly transformed to

the temperature range actually experienced by the external missile wall (26.70 - 260 0 C). Using

polynomial curve fitting, as shown below, the approximate temperature at the external wall is
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estimated from launch to 73 seconds. After 73 seconds, the external wall temperature is assumed

to stay at the peak temperature of 260'C. This profile is used in the thermal model (Node 1

temperature) for EPM thickness determination.
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This MATHCAD program shows how a quadratic function

was fit to the missile's external wall temperature.

The quadratic function was then used in the thermal

model to estimate the time dependent temperature at

node 1 of the missile structure.

First, the data is read in:

j :- 0 .. 15 Index for temperature samples

i :- 0 .. 14 Index for temperature differences

t - Time in seconds at which temperature was calculated

AW Adiabatic wall temperature in Celsius

EW Estimated temperature change at exterior missile wall
in Celsius

0 15
20 49
28 96
35 161
40 236
44 344
48 473
52 606

t :- 55 AW :- 761
58 943
61 1131
63 1194
66 1268
68 1322
71 1403
73 1457

The following equation shows the ratio of the actual

external wall temperature range to the adiabatic wall

temperature range. This ratio is used to transform

the AW-vector into the EW-vector.

260 26.7
r :- r - 0.162

AW AW
15 0
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The following vector shows the temperature differences

in the adiabatic wall at the succesive time increments

AW -AW
i+l i

34
47
65
75
108
129
133
155
182
188
63
74
54
81
54

The following vectors transform the adiabatic

wall temperature differences into the external

wall temperature differences.

"AW - AW ]r 26.7' EW EW
i+l 32.2 i+l
5.501 39.8 5.5
7.604 50.3 7.6
10.516 62.4 10.5
12.134 79.9 12.1
17.473 100.8 17.5
20.871 122.3 20.9
21.518 EW 147.4 21.5
25.077 176.8 25.1
29.446 207.2 29.4
30.416 217.4 30.4
10.193 229.4 10.2
11.972 238.1 12
8.737 251.2 8.7
13.105 260 13.1
8.737 8.8

0
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The following is the quadratic fit of the external

wall temperature as a function of time using

matrix operations.

Create second variable: t squared t2 :-[t 2]

Create T matrix:
<1> <2>

T - T :-t T :-t2
j ,0

-l

b :- (TT'T) "(TT'EW)

r7.5951
b - 1.628 Parameters for polynomial curve fit

0. 069]

Fitted curve:
2

quad(t) :- b + b .t + b "t
0 1 2

The following graph shows the external wall temperature

vs time, and the quadratic curve used in the thermal model.

270

EW q uad It]J

00

0 t 75
i
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C.5.2.4 Material Selection . The selection of Kevlar/epoxy as the EPM material is

based on the extensive debris impact testing done on the SICBM program. (28) For the debris

impact requirement, Ke,.tar fiber is superior to carbon fiber. The composite resin chosen for the

NEMESIS EPM and case designs will be the same so that the two subsystems have material

compatibility. As with the case resin, the EPM resin's temperature must remain below 135°C for

the composite to retain its resistance to bending. However, the EPM is not required to provide

bending resistance. Therefore, NEMESIS is not designed to limit the EPM temperature. Also, the

use of Kevlar/epoxy allows for a common manufacturing technique for the EPM, case and internal

insulation.

('.5.2.5 Furthlr Study . As mentioned previously, the particle impact requirement

drives EPM design. If this requirement becomes unnecessary and high temperalure composite ma-

terials are used for the case wall. then the EPM system can be deleted altogether. High temperature

composites can withstand 315°C, (70:p. 30) which is more than sufficient for the 260 0 C aeroheat-

ing requirement. The resulting weight savings (up to 185 pounds) could be used for increased

performance.

('.5.3 Thrrmal .1loddl A thermal model is required to determine EPM and internal

insulation thicknesses required to protect the composite case from high temperatures for each

proposed design. The following sections cover the thermal model development and use. Figure C.12

shows the EP.M, case. and internal insulation physical relationships established for the thermal

model.

C (.5.3.1 DE ri'ation . Define the following parameters:

* k - thermal conductivity

e p - density

e c - specific heat

* At - time increment

0 t - time

e Ar - spatial increment

o .x - horizontal distance

e T - temperature
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EPM CASE INSULATION

1 2 3 4 5 6 7 8 9 10

Figure C.12. Thermal Model

Conductive heat transfer occurs because of temperature differences. Prior to launch, each

of the STM subsystems are at ambient temperature. From launch to second stage ignition, the

external surface temperature (Node 1) of NEMESIS increases according to the aerodynamic heating

profile. After second stage ignition, not only does the external temperature continue to rise, but

the internal surface temperature (Node 10) increases drastically when it becomes exposed to the

propellant burn temperature. Therefore, heat transfer occurs in both horizontal directions after

launch.

In order to determine case temperatures, knowledge of the temperature distibution throughout

the cross section of the STM design, versus time. is required. Solving the following one-dimensional

general heat diffusion equation at each location and time is ideal, but difficult.

aT 02 T

oat OX2

k
Pc

A finite difference approximation of the general heat diffusion equations provides a simpler

approach. With a computer jnodel of the finite difference approach, the temperature at several

discrete points within each material and at the material interfaces, is tracked versus time. As
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the number of nodal points increases, the approximation more closely represents the general heat

diffusion equation.

To discretize the heat diffusion equation in time and space, the following approximations

(55:ch. 5) are used to determine the node temperatures within a particular material. Conservation

of energy concepts are also used to develop the node temperatures at the material interfaces (Nodes

4 and 7).

9
2T [_ +I - 2Til + T_]

8x 2  (Ax) 2

aT T+ +I - T1

at Al

The (t) superscript denotes the time dependence of (T), where (t+l) is the new temperature

and (t) is the previous temperature. Thus, each nodal temperature is updated based on the last

temperature at that node. The calculations are performed at successive times separated by (At).

Likewise. the (i) subscript denotes the spatial dependence of (T), where (i+I), (i), and (i-1) are

successive nodes separated by (Ax). Thus, each nodal temperature is updated based on the last

temperature at the nodes on either side of it..

Using the finite difference equations shown below, and known initial (ambient temperature)

and boundary (Nodes 1 and 10 temperatues for all time) conditions, the temperature at discrete

nodes is tracked over time. However, the finite difference is not unconditionally stable. To maintain

stability, the following stability criteria must be met.

aAt 1

(AX) 2  2

Finite Difference Equations for Node Temperatures ('C)

"* Node 1: T, = 27.595 - [(1.626)(1)] + [(0.69)(12)] when 0 < I < 73 and T1 = 260 when t > 73

"T Nodes 2,3: -?+1=Tit+ O t[T t  27, + 2-1] where a,

+ 1A t T -T4 Tt, V- :
Node 4: T4+ =T +, -. A, k_ ,

2 +P2 x

"* Nodes 5,6: t+it - -=2T + 7V_] where Q2 = aC
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•T; Tt T'-
Node 7: TI+1 = Tt + _. , -

Nodes 8,9: Til = + (zr). i+ I - 2 + T!3 w3

"* Node 10: T10 = 2859'C for Integrated Stage and T10 = 3264*C for Conventional Stage
(applied at the appropriate time)

C.5.3.2 Model Inputs / Outputs . The model inputs are:

(1) Thermal conductivity (k), specific heat (c), and density (p) of the EPM, case and internal

insulation materials (see Table C.11). Since thermal conductivity and specific heat are not varied

with temperature, worst case values are chosen for all designs.

(2) Number of nodes (x, y, and z) and thicknesses (THi, TH2, and TH3) of the EPM. case

and internal insulation. There are four nodes per material, but because two of the nodes lie at

material interfaces (Nodes 4 and 7), there are a total of 10 nodes (not 12). The case thickness

is defined by the structural model, so only the EPM and insulation thickness is varied with each

successive computer run.

(3) Second stage burn time (TCRIT) for internal heating determination and total missile

burn time (TBURN) for aerodynamic heating determination. Both burn times are defined by the

propellant model.

Table C.11. Material Properties

STM JT DENSITY SPECIFIC HEAT THE RMAL CONDUCTIVITY
SUBSYSTEM 4j (0( -') ., a I (m'c, I (.•)

EPM * 38 1350 0.323 4.30E-05 9.86E-08
INSULATION ** 37.8 1145 0.325 4.15E-05 1.11E-07

CASE * 50 1514 0.263 1.79E-04 4.49E-07
• * (46)

0 ** (106)

S*** (91)

Since selection of material properties, thicknesses and number of nodes have already been

made, only At remains as a variable to satisfy the stability condition. Within the FORTRAN

program, At is selected such that the stability criteria is met for all three materials.

The model outputs are the temperatures at selected nodes at each time increment. The

temperatures of concern are the inner (node 7) and outer edge (node 4) of the rase wall. After

each iteration, the Node 4 and 7 temperatures at second stage burnout are corn i. d to the 135*C
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criteria. If the temperature at either node is above 135*C than the appropriate material thickness

is increased. If the temperature at either node is below 135°C than the appropriate material

thickness is decreased. The EPM and internal insulation thicknesses are varied until the nodes 4

and 7 temperatures are 135°C. Note: This model does not account for any thermal benefit the 50

mil liner might contribute.

C.5.3.3 Data . Table C.12 (in the STM design section) shows the insulation and

EPM thicknesses required to meet the specified burn times and propellant grain designs for each

of the 33 designs. Below, the FORTRAN model for the integrated stage design is shown. The only

difference between the integrated stage and conventional models is the propellant burn temperature.

PROGRAM HEATISC
C
C THIS PROGRAM WILL COMPUTE THE TEMPERATURE OF THE INTEGRATED

C STAGE MISSILE STRUCTURE (EPM/CASE/INSULATION) THROUGHOUT
C THE TRAJECTORY OF FLIGHT
C
C INPUT THE VALUES OF THERMAL CONDUCTIVITY (KCAL/M-S-C),
C SPECIFIC HEAT (KCAL/KG-C), DENSITY (KG/M3), THICKNESS (M)

C AND NUMBER OF NODES FOR THE EPH, CASE AND INSULATION
C
C DIMENSIONALIZE THE OLD AND NEW NODE ARRAY
DIMENSION TE(40), TEN(40)
C
C EPM VALUES
TC1=.00004301
SH1=.323
P1=1350
WRITE(*,*)'ENTER EPM THICKNESS (C)'
READ(*,*)TH1
AI=(TC1)/(Pl*SHI)
X=4
DX=TH1/(X-1)
Bl=P1*SHI*DX/2
IODEX=X
C
WRITE(*,*)'EPM Al,DX,B1',AlDX,BI
C
C CASE VALUES
TC2=.0001791
SH2=.263
P2=1514

WRITE(*,*)'ENTER CASE THICKNESS (M)'
READ(*,*)TH2
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A2= CTC2) /(P2*SH2)
Y=4
DY=TH2/ CY-1)
B2=P2*SH2*DY/2
NODEY=X+Y- 1
C
WRITEC*,*)'CASE A2,DY,B2',A2,DY.B2
C
C INSULATION VALUES
TC3= .00004145
SH3=.326
P3= 1145
WRITEC*,*)'ENTER INSULATION THICKNESS CM)'
READ(*,*)TH3
A3= CTC3) /(P3*SH3)
Z=4
DZ=TH3/CZ-1)
B3=P3*SH3*DZ/2
NODEZ=X+Y+Z-2
C
WRITE(*,*) 'INSULATION A3,DZ,B3',A3,DZ,B3
C
C TOTAL MISSILE BURN TIME (FIRST AND SECOND STAGE)
WRITEC*,*)'ENTER THE TOTAL MISSILE BURN TIME'
READ(*,*)TBURN
C
C CALCULATE NUMBER OF NODES
NNODES=X+Y+Z-2
C
C ENTER TIME WHICH DRIVES INSULATION THICKNESS (SECOND STAGE)
WRITEC*,*)'ENTER TIME INSULATION IS EXPOSED TO BURN TEMPERATURE'
READ(*,*)TEXP
TCRIT=TBURN-TEXP
C
C INITIALIZE ALL NODES TO AMBIENT TEMPERATURE
DO 10,I=1,NNODES

TE(I)=26.7
10 CONTINUE
C
C CHECK FOR STABILITY CONDITION (A*DT/DX**2)<.5
C
DTI=( .25*DX**2)/Al
DT2= (. 26*DY**2) /A2
DT3= . 25*DZ**2)/A3
WRITE(*,*)'3 DELTA TIMES,LOOK FOR LOWEST' ,DT1 PDT2.DT3
C
IF(DT1 .LE.DT2)THEN

DT=DT1
ELSE

DT=DT2
ENDIF
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IF(DT3 .LE.DT)THEI
DT=DT3

ENDIF
C
C CALCULATE NUMBER OF TIME STEPS
NTIMES=TBURN/DT
C
C INITIALIZE AT TINE=0
T=0
C
C OUTER LOOP THAT INCREMENTS TIME

70 CONTINUE
IF(T.LE.TBURN) THEN
T=T+DT

C
C TEMPERATURE AT NODE 1

IF CT. LE .73)THEN
TEC1)=27.595-C1 .626*T)+C .069*T**2)

ELSE
TE(1)=260

ENDIF
C
C TEMPERATURE AT NODE Z

IFCT. GT.TCRIT)THEN
TECNODEZ) =2859

ENDIF
C
C TEMPERATURE BETWEEN NODE 1 AND X
DO 30,I=2,X-1
TENCI)=TECI)+CA1*DT/DX**2)*(TECI+1)-2*TE(I)+TECI-1))

30 CONTINUE
C
C TEMPERATURE AT NODE X
TENCX)=TECX)+CDT/(B1+B2) )*CCTC2*(TECX+1)-TECX))/DY)-

+ (TCI*CTE(X)-TE(X-.1))/DX))

C TEMPERATURE BETWEEN NODE X AID Y
DO 40,J=X+1,NODEY-1

TENCJ)=TE(J)+CA2*DT/DY**2)*(TE(J+1)-2*TE(J)+TE(J-1))
40 CONTINUE
C
C TEMPERATURE AT NODE Y
TENCNODEY)=TECNODEY).CDT/(B2+B3))*( CTC3*CTE(NODEY+1)-

+ TE(NODEY))/DZ)-(TC2*(TE(NODEY)-TE(NODEY-1))/DY))
C
C TEMPERATURE BETWEEN NODE Y AND Z
DO 50 ,K=NODEY+ , NODEZ-1

TENCK)-TECK)+(A3*DT/DZ**2)*CTECK+1)-2*TECK)+TE(K-1))
s0 CONTINUE
C
DO 60, L=2,NIODES-1
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TE(L)=TEN (L)
60 CONTINUE

C
WRITE(*,*) T,(TE(4),TEC7))
C

GO TO 70
ENDIF
C
STOP
END

C.6 Internal Liner

In solid rocket motors, the primary liner function is providing a bonding surface for the

propellant on one side and the insulation on the other. The secondary liner function is preventing

chemical migration to the insulation from the propellant and vice versa. As the solid rocket motor

ages, it is critical that the liner preserve the desired propellant/liner/insulation interface. Liner

design is primarily concerned with long term material compatibility. (20)

C.6.1 Background . During the Minuteman Long Range Service Life Analysis (LRSLA)

program, degradation of the Minuteman III Stage 2 liner was determined to be the primary life

limiting factor. After testing more than 100 samples from full-scale motors, liner degradation was

determined to be critical 14 to 17 years after manufacture. Therefore, a remanufacture program was

initiated in 1978 to replace the propellant/liner/insulation system of each stage as they approach

17 years of age. (2) The primary failure mechanism is reduced bond strength due to a degraded

liner. The degraded liner is caused by high humidity in the MM III silos and the liner's propensity

to absorb water which leads to chemical decomposition of the propellant/liner/insulation bondline

system. In extreme cases, complete debonding occurs between the propellant and liner. (2)

Currently, the following techniques are used to further assess liner aging: 1) Full-scale motor

firings show actual missile performance, 2) Examination of laboratory samples made concurrently

with the full-scale motors, 3) Dissection of full-scale motors from operational silos, 4) Examination

of excised samples from operational motors (no damage to motor), and 5) Nondestructive test

methods. (102) These techniques are the result of over 30 years of trial and error.
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C.6.2 Operating Conditions and Requirements. The liner must maintain the propellant-to-

insulation bond in the NEMESIS which will be placed in MM III silos that experience temperature

and humidity variations.

C.6.3 Material Selection , The conventional NEMESIS design uses a new liner being

developed for the MM III remanufacture. (84) Development of this 35 year service life liner is

under Air Force contract. The integrated stage NEMESIS design uses a new liner developed by

Aerojet. Due to funding cuts, there are no plans to further develop this liner.

C.6.4 Further Study for Detailed Design . Of the four STM subsystems. the liner requires

the most research and development prior to implementation. For both the conventional and inte-

grated stage designs. liner aging information is scarce. The area of greatest concern is long-term

compatibility with conventional and integrated stage propellants.

C. 7 Other Structural Attachments

The interstage used in the NEMESIS design is the MM III interstage for the conventional

design and the Aerojet integrated stage interstage for the integrated stage design.

C.8 STM Model Integration

Figure C.9 shows the relationship between the structural, thermal and weight estimating mod-

els. The inputs to the structural and thermal models are derived by the propulsion model. The

material thicknesses from the structural and thermal models are the inputs to the weight models

(separate models for integrated stage and conventional). The weight, models and associated Math-

cad ouput are shown below and use common geometric relationships (37) and material properites

to calculate STM weights. Additional NEMESIS weights are calculated by the propulsion model

as required.
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The following MATHCAD model calculates the EPM, case

internal insulation and liner weights for the conventional

stage missile designs. Additional weights are calculated

by the propulsion group. All weights are in pounds and all

lengths are in inches.

1 :- 184.16 + 28 Missile length for case weight
calculation (12 inches for propellant
clearance and 16 inches for lower dome)

1 :- 1 Missile length for EPM weight calculation
1

1 1 - 32 Missile length for liner and insulation
2 weight calculation (subtract 16 inches

for the lower skirt and 16 inches for the
upper skirt)

r :- 5 Nozzle throat radius in lower dome
c

r :- 33 Radius of lower dome
dome

r - 33 Radius of upper dome
udome

h :- 16 Height of upper and lower dome
dome

r :- 33 Missile radius at the bottom
1

r :- 33 Missile radius at the top
u

t :- .07874 Thickness of the EPM
epm

t - 1654 Thickness of the case
case

f :- 21.54 Final slot half thickness of propellant
grain, as defined by the propellant group

cr :- 25.04 Final central radius of propellant
grain, as defined by the propellant group
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o :- asin e - 1.036 Angle in radians that represents
Iciri the portion of 1/4 of the cylinder

exposed to the propellant burning
at stage burnout

4.e
P :- - P - 0.659 Percent of cylinder covered with

2.T more than minimum insulation
thickness

t :- .3268 Lower dome insulation thickness
adins

t :- t Maximum insulation thickness
insmax adins

t :- .02 Minimum insulation thickness
insmin

The following equation calculates the uniform insulation thickness
to be used for the weight calculation

tins [tinsmin ] + [[tinsmax tinsmin ] . •

t - 0.131
ins

t :- .05 Constant liner thickness for all designs
liner

t + t + t + t - 0.425 Combined thickness
epm case ins liner

p :- .04877 Density of EPM
epm

P:- .0547 Density of case
case

P :- .04137 Density of insulation
ins

P:- .066 Density of liner
liner

Top and bottom radiuses for EPM

r :- r t r :-r -t
uepm u epm lepm 1 epm
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Top and bottom radiuses for case

r :- r -t -t r :-r t t
ucase u epm case lcase 1 epm case

Top and bottom radiuses for insulation

r :- r t t -t
uins u epm case ins

r .- r -t -t t
lins 1 epm case ins

Top and bottom radiuses for liner

r :-r t t -t -t
uliner u epm case ins liner

r :- r t t t t
lliner 1 epm case ins liner

Upper and lower dome heights and radiuses for case

h :- h -t r :-r -t
dcase dome case dcase dome case

r :r t
udcase udome case

Upper and lower dome heights and radiuses for insulation

h :-h -t t
dins dome case insmax

h :-h t -t
udins dome case ins

r :-r t -t
dins dome case insmax

r :-r t -t
udins udome case ins

Upper and lower dome heights and radiuses for liner

h :-h - t t - t
dliner dome case insmax liner

h t -t t
udliner dome case ins liner

r :- r t t t
dliner dome case insmax liner

r r t -t -t
udliner udome case ins liner
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.5

S:- T- [1 + r r •2 [r + r 1.{ -
epm 1i lepm uepm lepm uepm epm epm

W - 168.526 Total weight of EPM
epm

.5

S :- T.[ + rr r 12 ".r +r t .pcase + lcase ucase i2 [ricase rucase J case case

W - 395.053 Cylinder portion of case weight
case

.5

:- T. [ + r r 12 "r + r"t "ins 2 + 1 lins ruins ] 2 lins uins ] ins ins

W - 200.539 Cylinder portion of insulation weight
ins

a:-t P
liner liner .5

W - T.[I + r - r 2 rr +r •a
liner 12 [ll iner uliner 2] [lliner uliner a

W - 121.683 Cylinder portion of liner weight
liner

Lower dome weight calculations

2 2
r -h

dcase dcase e - 0.876
e :- 1

1 r
dcase

) :- .5.t p
case case

dcase dcase dcase dcase e c

1

- 24.78
dcase
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1  2 2
r h

dins dins
S :-e - 0.879
2 r 2

dins

c :- .5t
adins ins

W - "'h+ 2".*h .. . 2]]c

adins dins dins dins e c

W - 35.837
adins ]2 2

r -h
dliner dliner

e :- e - 0.879
3 r 3

dliner

2
d :- Tr e :- .5"t

c liner liner

W :- 2"•.-h + 2.- r.r .h (d) "e
ddliner -liner dliner dliner e

3

W - 8.703
dliner

Upper dome weight calculations

2 2
r -h
udcase dcase

e :- e -0.876
1 r r

udcase

f :- .5-t
case case
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W 2- 1r-.h 2+ 2. i- r .h f
udcase dcase udcase dcase e ii

W- 25.136
udcase

2 2
r h
udins dins

e - e - 0.88
2 r 2

udins

2 2
r h
udliner dliner

e - e - 0.881
3 r 3

udliner

W :- [2..h + 2T..r [h ]].5.t "p
udins dins udins dins e ins ins

2

W - 14.684
udins

g :- .5-t p

liner liner

w : " . + *.~ h. ..
udliner dliner udliner dliner e ]

W -8.879
udliner

EPM weight W - 168.526
epm

Case weight W :-W + W + W
casetot case dcase udcase

W - 444.969
casetot
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Insulation weight W :- W + Wu + W
instot ins udins adins

W - 251.06
instot

Liner weight W -W + W + W
linertot liner dliner udliner

W - 139.266

linertot

Total STM weight

W :-W +W +W +W
TOT epm casetot instot linertot

W - 1003.821
TOT
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The following MATHCAD model calculates the EPM, case,

internal insulation and liner weights for the integrated

stage missile designs. Additional weights are calculated

by the propulsion group using the Aerojet model and other

estimates. All weights are in pounds and all lengths are

in inches.

1 :- 195.57 Length of missile without Aerojet model
length for case weight calculation

1 :- 1 + 43 Total missile length including Aerojet
S 1 model length for EPM calculation

1 :- 1 - 16 Length of missile without Aerojet model
2 lenght minus upper skirt length for liner

and insulation calculation

r .- 26 Radius of the upper dome
dome

h -16 Height of the upper dome
dome

r :- 33 Missile radius at the bottom

r 26 Missile radius at the top
u

t - .1181 Thickness of the EPM
epm

t :- .095 Thickness of the case
case

f :- 25.55 Final slot half thickness of propellant
grain, as defined by the propellant group

cr :- 28.48 Final central radius of propellant
grain, as defined by the propellant group

:- asin e - 1.113 Angle in radians that represents
c!-rJ the portion of 1/4 of the cylinder

exposed to the propellant burning
at stage burnout

4"0
P :- - P - 0.709 Percent of cylinder covered with

2"T more than minimum insulation
thickness
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t :- .3937 Maximum insulation thickness
insmax

t :- .02 Minimum insulation thickness
insmin

The following equation calculates the uniform insulation thickness
to be used for the weight calculation

t ins -[tinsmin ] + [[tinsmax -tinsmin ] .55-P]

t - 0.166
ins

t :- .05 Constant liner thickness for all designs
liner

t + t + t + t - 0.429 Combined thickness
epm case ins liner

P :- .04877 Density of EPM
epm

S:- .0547 Density of case
case

p :- .04137 Density of insulation
ins

P :- .066 Density of liner
liner

Top and bottom radiuses for EPM

r :-r -t r :-r -t
uepm u epm lepm 1 epm

Top and bottom radiuses for case

r :-r -t t r :-r -t -t
ucase u epm case lcase 1 epm case

Top amd bottom radiuses for insulation

r :-r t -t t
uins u epm case ins

r :-r -t -t t

lins 1 epm case ins

Top and bottom radiuses for liner

r :-r -t -t t t
uliner u epm case ins liner
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r :-r t t -t t
lliner 1 epm case ins liner

Upper dome height and radius for case

h :-h t r :-r -t

dcase dome case dcase dome case

Upper dome height and radius for insulation

h .- h -t t
dins dome case ins

r :-r -t t
dins dome case ins

Upper dome height and radius for liner

h :-h -t t t
dliner dome case ins liner

r :-r t t t
dliner dome case ins liner

.5

W :- " [i 2+ r - ,2] r + 1-t "
epm I lepm ruepm J J rlepm ruepm j epm epm

W - 253.785 Total weight of EPM
epm

.5

W :- T'[ + r -r 2] "r + r ].tas
case + Ilcase ucase icase ucase case case

W - 187.13 Cylinder portion of case weight
case

.5

W :-T. I +r - r 21 r +r-t .
ins 112 2+ lins ruins]] [r lins ruins ] tins ins

W - 225.35 Cylinder portion of insulation weight
ins

a:-t P
liner liner

.5

W :- 'I [ 2+ r-r 12 "r + r "a
liner 2 [rlliner uliner r lliner uliner a

W - 108.323 Cylinder portion of liner weight
liner

C-69



I2 2
r h
dcase dcase e - 0.789

e - 1
1 r

dcase

b :- .5t P
case case

W 2.T.h + 2Jillr h bdcase [case dcase e

W - 11.882 Dome portion of case weight
dcase

2 2
dins dins

e - e - 0.791
2 r 2

dins

W 2 - [Ir.h + 2.T.r h .5.t "
dins dins dins dins e ins ins

2 ..

W - 15.397 Dome portion of insulation weight
dins

2 2
r -h
idliner dlinere :-•e - 0.792

3 r 3
dliner

c :- .5t P
liner liner

2 hai e
W : 2.l..h + 2.r ["rjhj.c

dliner dliner dliner dliner e
3
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W - 7.374 Dome portion of liner weight
dliner

EPM weight W - 253.785
epm

Case weight W W + W
casetot case dcase

W - 199.012
casetot

Insulation weight W W + W
instot ins dins

W - 240.747
instot

Liner weight W :- W + W
linertot liner dliner

W - 115.697

linertot

Total STM weight

W :-W +W +W +W
TOT epm casetot instot linertot

W - 809.241
TOT
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C.9 STM Integrated Design

In the completed NEMESIS STM design. the four subsystems are integrated in a cost effective

and reliable manner. The materials and processes used are currently available (except for the liner)

and should not introduce new failure modes into the system. The first step is to filament wind the

Kevlar/EPDM internal insulation over the mandrel. Second, the case is filament wound over the

insulation. Third, the EPM is filament wound over the case. At this point the entire assembly is

cured. Lastly, the mandrel is removed and the liner is applied to the inside surface of the insulation

by slinging, spraying or brush painting.

The integrated stage case has a fully open diameter at the aft end. The primary issue with

the fully open diameter is the capabilty of the cut composite and the stage connection joint device

to withstand the greatest forces. Aerojet test results (66) show that the lap-shear joint withstands

the required loads. Based on these results, ISC cases are now considered a low risk technology and

are a cost effective way to decrease the LCC of future missile programs.

C.10 STM A vaila bilty/Reliability

The availability of the current MM III STM design is quite good. The goal is to achieve

at least the same availability performance in the NEMESIS STM design. Since liner aging is

the primary cause of STM failure in the MM III, analysis concentrates on liner aging. Refer to

Appendix D for a complete analysis.

C.11 STM Cost

Due to the selection of fibers in the EPM, case and internal insulation, all three subsystems

can be manufactured using the filament winding process. Significant cost savings will result from

less manufacturing equipment, and fewer manufacturing processes. Also, filament winding allows

for automation, thus reducing manpower requirements and providing more reproducible quality.

In addition, there are additional cost advantages of the integrated stage filament wound

case. The use of ISC case technology reduces manufacturing cost drastically over conventional case

technology. The major difference in the two cases is that the aft end of the ISC case has a fully

open diameter. Therefore, two cases can be manufactured back to back using a single mandrel and
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a single winding. This is possible because each case is symmetric with the other. When filament

winding is completed, the assembly is cut in half and the mandrel is removed. The result is two

identical filament wound cases. Actual costs on an experimental program show that manufacturing

one conventional case is twice as expensive as two ISC cases. Additional savings are achieved

because fewer tools with less complexity are needed. (66)

C.12 STM Producibility/Manufacturing

Part of the effort was selecting state-of-the-art materials that are (1) well characterized and

qualified, (2) suitable without further modifications, and (3) manufacturable using conventional

processing techniques. All the materials (except for the liner) are existing and well understood.

In addition, all the materials can be manufactured using existing techniques. One area that re-

quires further development is filament winding of the Kevlar/EPDM internal insulation. Although

preliminary development has been accomplished, this technique has yet to be used on an IC(BM

program. In addition, obtaining variable thickness in the internal insulation design is possible with

filament winding, but has not been done on an ICBM program. (53)

C.12.1 STM Dcsign Options . Table C.12 outlines the generated designs in terms of the

STM model. Included are the EPM, case, insulation and liner thicknesses (in inches), MEOP

(in psia), and burn time (in seconds). A total of 33 designs were generated. These designs are

conservative for the following reasons: 1) the case thickness is designed using a 1.25 burst pressure

safety factor, 2) worst case thermal properties for the EPM, case, and internal insulation are used

to determine EPM and insulation thickness. 3) the filament wound EPM and insulation fibers add

extra strength to NEMESIS.
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Table C.12. Design Matrix
DESIGN NO. EPM(in) CASE(in) INSULATION(in) LINER(in) PRESSURE(psia) BURN TIME (s)

1 0.122 0.1472 0.425 0.05 1319.9 82.4
2 0.1575 0.0912 0.4724 0.05 817.14 99.8
3 0.122 0.171 0.433 0.05 1536.1 89.2
4 0.1614 0.106 0.4921 0.05 951.04 108
5 0.0787 0.2163 0.2992 0.05 1939.9 49.2
6 0.1501 0.134 0.3512 0.05 1201 59.6
7 0.787 0.2288 0.2992 0.05 2051 49.4
8 0.1035 0.1416 0.3512 0.05 1269.8 59.8
9 0.1204 0.1548 0.3583 0.05 1547.2 62.6
10 0.1343 0.707 0.4803 0.05 706.9 85.8
11 0.984 0.1782 0.3622 0.05 1780.4 65
12 0.1378 0.0814 0.4724 0.05 1813.4 88.4
13 0.0827 0.1862 0.39741 0.05 1861 48.6
14 0.1299 0.0851 0.3858 0.05 850.23 66.6
15 0.0787 0.2079 0.2992 0.05 2077.8 49
16 0.1181 0.095 0.3937 0.05 949.28 67
17 0.0945 0.1945 0.3622 0.05 1744.4 62.6
18 0.122 0.1054 0.4567 0.05 945.1 80
19 0.0945 0.2264 0.374 0.05 2030.3 67.8
20 0.1339 0.1226 0.4528 0.05 1100 86.6
21 0.709 0.2368 0.2992 0.05 2124.2 47.4
22 0.1063 0.1283 0.37 0.05 1150.9 60.6
23 0.0709 0.2566 0.2992 0.05 2301.1 47.8
24 0.1024 0.139 0.37 0.05 1246.7 61.2
25 0.0906 0.152 0.3465 0.05 1509.1 53.8
26 0.122 0.0941 0.3937 0.05 934.27 65.2
27 0.0906 0.175 0.3465 0.05 1736.5 55.8
28 0.120 0.1083 0.3976 0.05 1075.1 67.6
29 0.0709 0.1829 0.2953 0.05 1815 41.8
30 0.0945 0.1132 0.3504 0.05 1123.7 50.6
31 0.0709 0.2042 0.2913 0.05 2026.5 42.2
32 0.0945 0.1264 0.3465 0.05 1254.6 51
33 0.07874 0.1654 0.3268 0.05 1882.6 47
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Appendix D. SYSTEM READINESS

D.1 Introduction

In recent years, the United States military establishment has been shifting its priorities in

systems development. A past emphasis on operational performance has now been broadened to

include higher levels of equipment reliability and supportability (5:pl). Evidence for a growing

concensus that, reliability merits increased attention and resources is abundant, starting at the top

levels of Department of Defense (DoD) policy, working down into specifications for new systems

and even being reflected in the attention given by publications such as Aviation Week and Space

Technology to emphasis on design and engineering that will result in reliable equipment (35).

The Reliability and Maintainability Action Plav R&M 2000 defines the Air Force policy that

Reliability and Maintainability will be considered coequal with cost, schedule and performance

during acquisition (or major modification) of new systems(94:p3). The five R&M goals established

by this policy are

"* increase combat capability

"* decrease vulnerability of combat support. structure

"* decrease mobility requirements per unit

"* decrease manpower requirements per unit output

"* decrease costs.

Due to ICBM-unique requirements. these goals are viewed differently by the acquistion, lo-

gistics and operating agencies in the ICBM community (94:p4). "Increase combat capability"

is viewed as maintaining or slightly increasing the already high (75) alert rate of current ICBM

systems. "Decrease vulnerability of combat support structure" is interpreted as maintaining or

increasing the R&M of missile support equipment. "Decrease mobility requirements per unit" ad-

dresses the maintenance requirements of the system. Improved Rt&M means that fewer maintenance

personnel and less equipment are needed when a team is dispatched to a silo to perform repairs or

general maintenance. With increased reliability, the frequency of maintenance dispatches should

decrease. Similarly, "decrease manpower requirements per unil .u'iput" means that fewer person-

nel are required to perform repairs and that requirements for dt 1,,i level repair should decrease.
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Finally, "decrease costs" is viewed as the challenge to most effectively use available dollars. Any

modification should decrease the expected life cycle cost of the system (94:p4).

Lieutenant General James McCarthy, 8thAF (SAC) Commander in 1987, discussed the force

multiplier effects of R&M from an operating command perspective in his paper entitled "R&M 2000-

The Strategic Air Command Perspective" (64). This paper leaves no doubt that specific attention

must be given to the areas of reliability, maintainability and supportability of any proposed ICBM

modification. LtGen McCarthy makes the following key points:

"* To maintain a credible deterrent force "demands" that only systems with the highest possible

reliability and maintainability are fielded.

"* All weapon systems must be able to encounter and survive dO•ficult operating environments.

"* Investment in better reliability and maintainability can directly improve readiness and combat

capability.

"* R&M becomes a force multiplier-increased combat capability using fewer resources at little

or no additional cost.

"* Proper R&.M planning throughout the design. test. and production phases will help insure

that weapon systems delivered in the future are mature and supportable.

"* The proliferation of special tools and support equipment for new systems must cease-new

systems must use existing tools and support equipment.

"* Designing new weapon systems, or modifying older ones, with R&M in mind means that.

upon system delivery, missiles can be put on alert with confidence the system will -urk or. if

it fails, that downtime will be minimized.

The SAC Perspective on ICBM Programs (11) brings LtGen McCarthy's guidance into the

context of the changes in the international and domestic environment that have been witnessed in

the last few years. Mounting budget deficits and perceptions of a declining strategic threat have

led to reductions in fiscal resources, personnel and United States force structures. These realities

have caused the strategic community to make some difficult decisions to preserve the capability of

the current ICBM force, and one of these decisions is to view Minuteman III as the centerpiece of

the ICBM force well into the next century ( l:p2). Key factors that led to this decision included

the following:
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"* high future costs to maintain Peacekeeper

"* guidance repair on Peacekeeper is considerably more expensive and manpower intensive than

for other ICBMs

"* the need to replace Peacekeeper-unique suport equipment by the year 2003

"* upgrades to MM III have the potential to reduce maintenance, security and manpower costs

(11:p2,3).

Therefore, Air Force policy (as defined by the goals of the R&'M 2000 Action Plan), and the

operating command's view of the importance of R.&M (as reflected in LtGen McCarthy's remarks

and the SAC P rspchrc, memo) provide a clear framework for the systems engineer who wants to

propose a major modification to the Minuteman III weapon system. Since each missile is located

in an unmanned, remote silo and must be maintained continuously on alert, the missile and its

supporting equipment must remain highly reliable and maintainable. These factors become critical

in the weapon system design.

D. 2 Scope

It is difficult to quantify direct impacts to programs in terms of the goals discussed in the

introduction to this appendix. To improve the already high alert rate of the Minuteman III system

will be difficult. Any new design candidate may improve the reliability of one subsystem, which in

turn decreases t he frequency of maintenance dispatches due to failures in that. subsystem. However.

another subsystem may continue to drive maintenance dispatches. Another complicating factor ib

the fact that many of the failures that occur in ICBM motors are not detected at the time of failure.

In fact, they are not detected at all unless the missile is returned to depot for another (possibly

unrelated) failure or if the system is chosen for test firing. Of all the equipment as.;ociated directly

with the MM II airborne vehicle, only the NS-20 Guidance System (MGS) and the vehicle's payload

equipment are monitored continuously. Other checks done on a monthly basis include tests of flight

control equipment (electronics, thrust vector control valves), command signal decoder, and raceway

electrical continuity. Because of the location of the MGS and payload at the top of the missile, if a

failure occurs, the offending item can be pulled and replaced in the silo. However, if a downstage,

detectable failure occurs, the entire missile must be pulled and returned to depot for repair (2 9 :p7 ).
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If it has been more than a year since a particular missile has been at depot, additional tests are run

and additional failed states may then be identified. For example, during planned recycle of Stage 2

motors (driven by age surveillance of propellant and propellant-liner bonds), cracks were observed

in silicon rubber motor nozzle entrance caps (75:p ).

The only other mechanisms available to detect motor failure tendancies are static firings and

operatiunal flight tests. If a motor is chosen for one of these tests and the test results in a failure,

two pieces of information are available:

"* the age of the particular missile motcr

"• the failure inode and potentially the cause of failure

However, if the cause of failure was present in the failed motor b-fore the test occurred, the exact

time that the failure occurred is not known. For example, suppose propellant/liner/insulation

debonds occur over time in a Stage 2 motor while it stands alert in the silo. If such a motor ib

fired, there is a good possibility that chunks of propellant can break off and cause damage to the

nozzle (and ultimately a failed mission test) (75). The time of failure is recorded as the time of the

firing. however, the actual failure (the debond) occurred at some unknown time prior to the test

firing. Other specific examples can be found in the Weapon System Effectiveness Reports (74, 75).

If the alert rate impacts are difficult to pin down, the impact of design changes on mobility and

manpower is even more difficult, to quantify early in the design phase. Therefore, it is important to

make an assessment of the scope of the work in the areas of Reliability. Maintainability, Availability

and Supportability that is appropriate for this project.

First, a full blown Integrated Logistics Support (ILS) Analysis is not intended. Such an

analysis would include (21)

1. field maintenance manhours

2. depot maintenance manhours

3. field maintenance skills

4. number of different containers

5. number of different pieces of field support equipment
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6. number of different pieces of depot support equipment

7. number of training courses

8. number of depot overhauls per year

9. component inspection frequency

10. volume of containers

11. failure rate of equipment

12. replacement rate

13. number of parts

14. number of spares

15. average field skill level

16. Tech Order page count

17. number of Tech Orders

1 S. number of different pieces of training equipment

19. square feet of field maintenance/repair facilities

20. square feet of depot maintenance/repair facilities

For the purpose of this study, the focus will be specifically on those areas where there is a chance

to show some impacts on the R&M policy goals in a quantifiable way. In the remaining ILS

elements, there will be an attempt made to assess design impacts at a top-level, qualitative level only.

Specifically, the goal of "maintaining or slightly improving the high alert rate of ICBM's",which

corresponds to ILS elements 1,2,8,9,11,12 and 13, will be addressed with a Markov Process model

of system availability. A definition of availability that is appropriate for an ICBM will be presented,

failure modes and model components will be explained, and alert status Markov models for the

3-stage baseline and the 2-stage design configurations will be derived. Results from these models

will be used to evaluate the performance of various 2-stage NEMESIS design options with respect

to the performance of the baseline (MM III) system. An in-flight reliability allocation will also be

done, based on a three stage baseline system reliability.
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The goal of "maintaining or increasing the R&M of missile support equipment" will not be

quantitatively addressed in this report. However, Reference(94) describes several programs planned

to upgrade the R&M of existing support and test equipment. With this goal in mind, the design(s)

coming out of this effort will be evaluated to insure compatibility with the existing (and upgraded)

support and test equipment. Consideration will be given to eliminating the need for specific pieces

of equipment if at all possible. This level of effort covers ILS elements 4,5,6,10 and 18.

Changes to the current MM III maintenance policy are beyond the scope of this work, and so

the only anticipated change in the area of "addressing the maintenance requirements of the system"

will be to try to design a system that fails less often and requires fewer maintenance dispatches.

Modifications such as Peacekeeper's drawer-insertable missile guidance set (64) are not possible

as nothing downstage lends itself to "remove and replace" in the silo without modifying the silo

maintenance equipment as well. Since all downstage failures are returned to depot for repair (77)

and since (regardless of failure mode) the missile typically spends between six and eight days(77)

at depot for various checks even after repair is completed, it will be difficult to justify a significant,

quantitative improvement in time to repair. Therefore, in the availability model, a constant repair

rate will be assumed for all downstage failure modes.

It is expected that the number of personnel required to support/repair a new design will not

increase. Therefore, a level of support manpower (ILS elements 3 .7,15) similar to the baseline

system will be assumed.

Finally. the goal to "decrease expected life cycle cost of the system" will be discussed and

quantified in the cost section of the report. ILS elements 14,16,17.19 and 20 will be reflected in

the total costs, but will not be specifically addressed in the reliability/availability/supportability

analysis.

D.3 Definitions

In previous sections, the need to design systems that are reliable, available and supportable

has been presented. The scope of the work in these areas has also been discussed. Two important

tasks remain:
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e to establish a set of clear definitions to describe the basis of a mathematical model for quan-

titative analysis

* to define criteria upon which to base qualitative assessments of system performance

These two tasks are the focus of this section.

Minuteman is stored in Air Force inventory on years-long alert to defend the nation. The basic

Minuteman maintenance philosophy is to obtain maximum missile operational time. This means

not only a great emphasis on basic reliability of the equipment, but also on the time required to

isolate a malfunction and repair it (29:p15).

Various measures of system 'goodness" or "effectiveness" are available in the literature. Ka-

pur and Lamberson define seven descriptors to measure the "goodness" of a system from a cus-

tomer's viewpoint (60:p224):

"* reliability - the probability that, when operating under stated environmental conditions, the

system will perform its intended function adequately for a specified interval of time.

"* serviceability- the ease with which a system can be repaired.

"* maintainability - the probability that a failed system can be made operable in a specified

interval of downtime.

* repairability - the probability that a failed system will be restored to a satisfactory operating

condition in a specified interval of active repair time.

"* operational readiness - the probability that either a system is operating or can operate satis-

factorily when the system is used under stated conditions.

"* availability - the probability that a system is operating satisfactorily at any point in time and

considers only operating time and downtime, thus excluding idle time. Operating satisfactorily

implies operating under the stated environmental and load conditions just as in the definition

of reliability.

"* intrinsic availability - the probability that a system is operating in a satisfactory manner at

any point in time when used under stated conditions. It is a more restrictive measure than

availability in that administrative and logistics time connected with the repair cycle (included
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in the availability measure) are left out. For example, unavailability of spare parts decreases

the availability of a system, but does not, impact the intrinsic availability.

Sandier (90) defines three measures of availability and also discusses probability of sur-

vival,mean time to failure, and duration of single downtime as measures of system reliability ef-

fectiveness. His definition of instantaneous availability as the "probability that the system will be

available at any random time t seems particularly relevant to the current design work. Sandler says

the instantaneous availability measure is applicable to systems which are "required to perform a

function at any random time and then remain idle for a length of time"( 9 0:p13).

The Air Force Operational Test and Evaluation Center (AFOTEC) defines availability as "the

parameter that translates the reliability, maintainability and logistics supportability characteristics

of the system into a measure of interest to the user. It is generally considered synonymous with

operational readincss (AFR 80-14)"(51:p ). AFOTEC further breaks availability into categories of

"real" and "apparent" availability. This distinction is especially important to this study because

ICBMs spend a vast majority of their useful life in storage or in a dormant state. Failures in a silo

may not be discovered for long periods of time and other failures may occur that are undetectable

until a firing event is actually attempted. These situations or states -- where an item is failed (and

consequently unavailable) but undetected for long periods of time - give rise to the definitional

terms "apparent" and -real" availability.

Apparent availability is defined as the percentage of total assets thought to be operable or

perceived as ready for immediate use. Real availability is the percentage of total assets that would

actually operate as intended if the user began a mission execution (51:p9-3). AFOTEC generally

uses the following basic mathematical definition of availability

A = t'P
t up + 

t
down

where t,, and tdown are the uptime and downtime respectively. What is included in uptime and

downtime depends on the particular application of the availability measure (ranging from judging

the availability of the asset under test to considering the entire procurement, phased in over time,

to produce a global, force-wide view of availability). For the purpose of this study, a measure

is needed that describes combined reliability and maintainability characteristics of the system or
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defines one in terms of the other without worrying about such things as standby or delay times asso-

ciated with preventive maintenance, administrative and logistics downtime, no-defect maintenance,

maintenance due to induced failures, etc. For early conceptual phases of a design when, generally,

these terms cannot be defined individually, AFOTEC recommends defining system availability only

with respect to operating time and corrective maintenance. Availability defined in this manner,

under the ideal conditions already described, is referred to as "Inherent Availability" (5 1:p 9 -6 ) and

is defined (in the steady state limit) as

MTBF
MTBF + MTTR

where MTBF is the mean time between failures and MTTR is the mean time to repair.

The search for system effectiveness measures for this project would not be complete without

consulting the AFIT System Reliability and Maintainability Textbook. Here, reliability is defined

as the "probability that an item will perform its intended function for a specified period under

stated conditions" (4:p4). Maintainability is the "probability that an item will conform to specified

conditions within a given period of time when maintenance action is performed in accordance with

prescribed procedures and resources"' (4 :p5).

Finally, since the current design work will be compared to the Minuteman baseline, there is

a need to understand the measures of effectiveness that are currently used by the operating and

support agencies to describe the "goodness" of the Minuteman III system. A review of Weapon

System Effectiveness Reports (WSER)(75, 74) produced two relevant measures :

9 Strategic Alert Reliability (SA7 )-the probability that a deployed missile is capable of reacting

to a valid launch execution order
MHMC
TMHA

where Missile Hours Mission Capable, MHMC, is defined as the available missile hours

(TMHA) minus hours down for unscheduled reasons (UM):

MHMC = TMHA - UM
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Total Missile Hours Available, TMHA, is defined as the total number of hours the missiles are

possessed by the operating command (TP) minus the sum of the hours missiles are in alert

preparation (IP), phasedown (PD), special test (ST), and other scheduled downtime (SD):

TMHA = TP - (IP + PD + ST + SD)

* In-Flight Reliability (IF,) covers the period from Stage 1 Ignition through reentry vehicle

deployment and is defined as the probability that a launched missile will place the reentry

vehicle iii the correct ballistic trajectory to impact in the target area:

IF, = B, - PB,

where Boost Reliability (Br) is defined as

Br = PR 1 • PR 2 • PR 3 FCR1 • FCR2 • FCR3 . GSR • SRR

and PRi is the stage motor reliability. FCRi is the stage flight control system reliability,

GSR is the Guidance System reliability, and SRR is the shroud removal reliability. Post-

Boost reliability (PB,) is

PB, = SA, • PBV,

where SMr, is the Propulsion System Rocket Engine steadying inaneuver reliability and PBl'r

is the reliability of the entire post boost vehicle.

What is noteworthy with the WSER definitions is that insufficient fidelity is manifest in areas

such as stage motor reliability and stage flight control reliability (one number to represent a variety

of equipment), and many components are included that are not a part of the current design effort

(guidance system, shroud removal, post-boost propulsion system and vehicle). While this suits the

level of analysis done in the WSER, some modification of these definitions will be needed to capture

the similarities and differences between the current system and the two-stage alternative.
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For the purpose of this study, the following approach will be taken:

1. The definition of availability will be what Kapur and Lamberson (60) refer to as "intrinsic

availability"

Ai =OperatingTime
OperaiingTime + ActiveRepairTime

This definition is consistent with the concept development or preliminary design phase into

which this project fits, and it focuses only on those areas that are within the controllable

scope of the project. This definition also seems to capture the essence of AFOTEC's inherent

availability and Sandier's instantaneous availability in focusing only on those factors that are

inherent to the design and not dependent on the support structure associated with a given

system. As previously stated, this project will deal with the support structure only at a

qualitative level and thus support factors are properly excluded from the design availability

model. Finally. the WSER definitions of both alert reliability and in-flight reliability can be

broken down to the basics of how often things fail and how quickly they can be put back

into service. If an intrinsic availability is calculated for each relevant design component, the

resulting component availabilities can be combined in a series fashion to provide a measure

of availability for the system

Aisystem = J A
j=1

where the index j covers all relevant components of the (2 or 3 stage) system design.

2. Reliability will be defined from Stage 1 ignition through reentry vehicle deployment

3. Mathematical models of system alert availability will be constructed using a Markovian (16.

39, 86, 96) approach for describing stochastic behavior under a variety of failure and repair

conditions. The details of these models will be described in the next section.

4. In-flight reliability will be assessed by allocating component reliabilities based on a system

reliability requirment derived from a systems analysis of the baseline.

5. In areas where there is no reliability or availability history associated with a given component

(e.g. Boron propellants or hot gas valves associated with an integrated stage design), an

allocation will be made to determine the required performance if the system design is to meet

the baseline requirement.
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6. Availability and Reliability of various two-stage design options will be calculated and com-

pared to the availability/reliability of the baseline 3-stage system. Results will be given

equal weight with performance and cost criteria in making judgements about final candidate

designs.

7. ILS factors that are specifically excluded from the models will be discussed qualitatively, and

recommendations for follow-on efforts will be addressed.

D.4 Model D~scription

D.4.1 Purpose . The purpose of developing a mathematical model is to aid in the decision

process. Early in the conceptual design phase. models can provide a timely means of emphasizing

potential reliability and maintainability problems and guiding design tradeoffs. A primary objective

of this study is to compare alternative designs and to choose the one which best achieves system

operational requirements. In order to model the reliability or availability of a given system, it is

necessary to specify

"* the equipment failure process

"* the system configuration which describes how the equipment is connected and the rules of

operation

"* the state in which the system is to be defined as failed

"* the repair mechanism

The equipment failure process describes the probability law governing failures. From a mathe-

matical viewpoint, an easy assumption to make is that equipment fails in accordance with a negative

exponential distribution. This is a good assumption in many cases. However, other distributions

may prove more appropriate to model some ICBM failure mechanisms. The Weibull distribution,

for example, has application in modeling failures induced by aging phenomena(l:pl). Both ex-

ponential and Weibull formulations allow a Markovian approach to modeling system reliability or

availability.

The system configuration defines the manner in which the system reliability function will

behave(90:p66). For example, two pieces of equipment may be connected in parallel (and the

D- 12



system operates as long as one works), or the equipment. may be connected in series such that if

one fails, the system fails. An ICBM is configured as a series connection of elements, each of which

must work for the system to perform.

The third consideration in developing the reliability or availability function for a maintained

system is to define the conditions for system failure. Again, for this project, the system fails if any

of its series components fails.

Finally, the repair mechanism must be considered. If a piece of equipment is designed so that

items expected to fail frequently have a relatively short repair time compared with those items that

fail less frequently, an exponential distribution of repair times would be expected. For the great

majority of cases, this is a good assumnption(90:p110).

In the system design or development environment, information regarding the reliability and

maintainability of various alternatives is likely to be imperfect. Therefore, a simulation model is

needed so that. different. values can be included without. difficulty, and sensitivity analysis can be

performed to determine how parameter changes impact simulated system performance.

D.4. 2 Markoe Processes . When measures of system worth such as reliability and avail-

ability are computed by Markov techniques, they are based on Markovian failure and repair models

of the system. Availability, as a function of time, A(i), includes the probability that the system

does not fail in the interval t. - t, which is the reliability, R(t). It also includes the probability

that if the system does fail prior to 1. it will be returned to a satisfactory operating condition by

1. System availability, then, can be calculated from the combined Markovian failure and repair

models of a system and is expressed as

A(I),ystem = Y Pitt)
i=1

where i represents the set of unfailed system states and P(i) is the probability of being in the ith

"up" state. The specific expression of system availability is a function of the configuration of the

system as discussed previously.

A Markov process may be defined as a special type of stochastic process, wherein the prob-

abilistic outcome of any event depends only upon the outcome of the directly preceding event.
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Mathematically, a stochastic process,X(f), is a Markov process if

P[X(t) = jjX(t - At) = i_ ... , X(O) = a] = P[X(t) = jIX(t - At) = i]

where a...i and j...n represent values assumed by the process at time points 0, ... ,t - At,t, ... ,t"

(3 9:p 5 ).

The time parameter of a Markov process may be discrete or continuous, and likewise the

state space may also be discrete or continuous. Most engineering applications, including this

study, involve a definable (discrete) number of states, so discrete state space Markov processes are

appropriate. The figure of merit, availability, will be employed to determine the probability that

the system is in an acceptable ("up") state at any time I given that the system was fully operational

at t=0.(90:p109).

For simplicity of explanation, consider a system with constant failure and repair rates (ex-

ponenfial). For some small time interval, At, the probability that. the system fails in At, P,,

is

Pf = A . At

and the probability that the system is repaired in At, Pr, is

P, = p . At

where A and p are the failure and repair rates, respectively. If the availability, A(l), is defined as

previously discussed,

A(I + At) = A(t) (1 - A- At) + (1 - A(t)) .u. At

A(t + At) = A(t) - A A(t) . At - . A(t) . At + , . At

Rearranging gives
A(t + At) - A(1) + p) " A(t) + p

At
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and taking the limit as At goes to zero, gives

A(t) = -(0 + P) A(t) + p

which is a linear homogeneous differential equation with constant coefficients that can be easily

solved. In the multidimensional case, the "availabilities" take the form of state variables, and state

transition matrices can be found to solve for the probability of being in each state at a particular

time.

From a Markov process point of view, let X(t) represent the system state at time I where

St 1, if systern up at time t;

S0, if system down at I.

A(I)At represents the probability of making a transition from the up state to the down state in the

small time increment At, and p(t)AI represents the corresponding probability of transitioning from

down to up. If the assumption is made that no more than one transition can occur in At and that

the transition rate depends only on the length of the interval of interest (1) and not where in the time

history of the system the transition occurs, the system failure and repair process can be modeled

as a homogeneous Poisson process. This simplifies analysis considerably, as the solution reduces to

the same set of homogeneous differential equations described previously(86:p2). More realistically.

failure and repair density functions of systems can involve classes of functions such as Weibull,

lognormal, Rayleigh, etc. Singh and Billinton have shown a Markovian method of representing

these non-exponential states by combinations of "stages", each of which is exponentially distributed

(96:p179-185).

D.4.3 Failure Mode Data . With the preceeding discussion of failure and repair modeling

as a background, it is appropriate to discuss the application of Markov process modeling to ICBM

systems and to the current design project in particular. As previously mentioned, there are really

two types of availability to evaluate with an ICBM:

"* strategic alert availability

"* in-flight reliability
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As a missile stands alert in a silo for years at a time, there are certain components that fail due

to stress or environmental conditions (guidance electronics, flight control electronics, batteries,

payload components, case coatings), while other components fail due simply to aging (propellants,

ordnance, liners). On the other hand, when the system is called upon to perform its mission,

the stresses it must withstand and the environment in which it operates are totally different. In

addition, there is no way to repair an ICBM once it is launched. Therefore, an "availability" model

must capture and evaluate performance under alert conditions, while a "flight reliability" model

must capture mission reliability.

The system readiness "model" for this project, then, is really four distinct models:

"* a 3-stage baseline alert availability model

"* a 3-stage basel];,e in-flight reliability model

"* a 2-stage alert availability model

"* a 2-stage in-flight reliability model

Each model treats the system measure of merit. (availability or reliability) as a series combination

of subsystems. A series configuration was chosen because all equipment must function for the

system to be considered available (alert status) or for the system to adequately perform its mission

(flight reliability). Though the basic model is simple enough, extensive research was required to

adequately define system failure modes in terms of probability distributions.

The main sources of information in this area for the current Minuteman III system were

"* The Silo-Based ICBM Long Range Planning Logistics Program Management Plan(94)

"* The Minuteman III Life Extension Founding Father's Review(67)

"* Weapon System Effectiveness Reports for the Minuteman System(75, 74)

"* Interviews with system experts

Failure and repair data obtained from the documents and interviews is based on 21 years of Min-

uteman III flight testing and static motor firing, 18 years of simulated electronic launch and en-

vironmental testing, more than 20 years of aging surveillance and more than 20 years of failure

reporting on fielded systems.
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Information for the two-stage design alternatives comes from research on the Peacekeeper

weapon system, work done to support the Small ICBM development program, and extensive per-

sonal and telephone interviews with government system experts and corporate (Aerojet, Thiokol,

Hercules, etc.) engineers who are actively working on Minuteman upgrade programs.

A review of the available data produces several general observations:

"* the Minuteman III system has proven to be a very reliable system over the years

"* the system has exceeded its design service life

"* the percentage of in-flight system failures is very small

"* many of the failures that have occurred can be traced to one-shot process or manufacturing

anomalies that were identified and fixed

"* programs are planned (and in some cases in progress) to deal with those items known to be

maintciance drivers

Minuteman. as a baseline for this project, has been an extremely reliable system and continues to

meet alert and flight performance requirements even though it has exceeded its service life goal

by ten years(94:pl). This is not to say there are no problems. However, the problems are well

characterized and programs are in place to address the known problems(94). So, as a goal. if

this design project can simply meet current requirements, the design will be a success from an

availability or reliability point of view.

Over the years. the following ICBM failure modes have been identified:

"* age-related service life limitations of liners, propellant, igniter ordnance, nozzle entrance caps,

o-ring seals, batteries, flight control ordnance, stage separation and skirt jettison ordnance,

and post-boost vehicle liquid propellants

"• guidance system and payload failures on fielded systems (maintenance driver on current sys-

tem)

"* field downstage failures in flight control equipment, command signal decoder and raceway

cables

"* random flight or static fire failures of motors, flight control equipment, ordnance, guidance

set, post-boost vehicle and reentry systems
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* random persunn, I-induced handling failures

The scope of this design project is focused on a single stage motor replacement for the current

Minuteman stages 2 and 3. Therefore, no re-design is intended in Stage 1, the missile guidance

set or the post-boost vehicle. For modeling purposes, any fail're and repair of these components

will be the same for both the baseline and the 2-stage design. In the case of the stage igniters and

ordnance and the interstage ordnance, no design change is planned other than to remove the need

for an entire set of this equipment (no stage 3 ingnition needed and no stage 2-stage 3 separation

required). The differences between the predicted reliability or availability, then, will come from

"* removal of potential failure mechanisms due to reduction in number of stages

"* any specific reliability improvements in the project's stage 2 motor design (conventional or

integrated stage)

To account for differences due to both stage reduction and fundamental design change, these ele-

ments will be included in the series system models:

"* Stage I

"* Post-Boost Vehicle and Payload

"* Missile Guidance Set

"* Command Signal Decoder

"* Upper stage - PBV Separation Ordnance

"* Stagei Flight Control Subsystem

"* Stagei Propulsion Subsystem (propellant, propellant-liner bonding, nozzle components)

"• Stagei Igniter Ordnance

"* Stagei Flight Control Subsystem Ordnance

"* Stage 1-2 Separation Ordnance

"* Stage 2-3 Separation Ordnance (3-stage model only)

The first four elements listed will be constant (unchanged) for all designs. Diferences due to

ordnance will be due only to reduction in numbers of stages, not to any fundamental changes in
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the design of these elements. Differences due to flight control and propulsion subsystems will be

impacted by both reduction in number of stages and fundamental changes in design, so fidelity is

required in these two components, but nowhere else. In the next sections, the actual failure models

for each model element are presented.

D.4.4 Model Element Distributions . The failure and repair mechanisms associated with

each model element presented in the previous section must be modeled mathematically using ap-

propriate stochastic distributions. Age-related failure phenomena will be modeled using Weibull

distributions. Random field or flight failures will be handled with exponential models. Only guid-

ance and reentry system failures are detected at time of failure. For elements that are monitored

monthly, a stage representing failure -'discovery" must be included in the model with a transition

rate into the stage of 12 per year (constant). For elements such as liner degradation. ordnance

aging and propellant cracking that are not monitored unless the missile is returned to depot for

some other failure, the transition out of the "discovered" stage is the average rate at which missiles

are returned to depot: 12 out of the fleet of 500 per year (A = 0.024). Repair times will be modeled

as a constant 100 hours for guidance and 75 hours for reentry system elements and as a constant

7 days for all downstage equipment, based on past Minuteman III experience (77, 26).

For the Weibull failure density function, two parameters are needed (60:p292)(the location

parameter or minimum life parameter. 6, is assumed to be zero)

* 3, the shape parameter or Weibull slope

* 0. the scale parameter or characteristic life

Both the characteristic life parameter,0, and the shape parameter,,3, associated with each Minute-

man III (baseline) element modeled with a Weibull distribution are taken from aging surveillance

data presented in the Minuteman Weapon System Effectiveness Reports. For each element of the

model that fails due to aging phenomena, 0 corresponds to the service life estimate (SLE) for that

element. and ;3 is chosen to match the variance of the SLE data. Table D.1 summarizes the model

parameters associated with the 3-stage "aging" failure modes.

The "method of stages"(96) will be used to approximate the Weibull failure distribution

elements with a series combination of exponential stages. A "discovery" stage will he included

as discussed previously. An exponential repair rate of one every seven days will be assumed for
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ELEMENT 3 7(yrs)
S2 Liner 4 17
S3 Liner 4 17

S2 Igniter 6 29
S3 Igniter 4 26

S2 FC Ordnance 4 30
S3 FC Ordnance 4 24

$1-$2 Sep Ordnance 4 26
$2-$3 Sep Ordnance 4 26
Upper Stage Sep Ord 4 26

S2 Propellant 8 18.5
S3 Propellant 8 18.5

Table D.1. 3-Stage Baseline Aging Failures - Weibull Parameters

downstage failures (77), and a repair rate of one in 100 hours will be assumed for guidance set and

75 hours for payload repairs (26).

Flight and static firing failures, field recycles and simulated test failures will be modeled using

exponential (constant failure rate) distributions. The baseline failure rate parameters. Aj, again

are estimated from data found in the Minuteman Weapon System Effectiveness Reports (75, 74)

and in the Founding Fathers report, (67). Table D.2 summarizes the model parameters associated

with the 3-stage baseline random failures.

ELEMENT A(peryr)

Guidance 0.796
Stage 1 0.01
S2 FCE 0.006
S3 FCE 0.006

Cmd Signal Decoder 0.002
Reentry System 0.4645

Table D.2. 3-Stage Baseline Random Failures - Exponential Parameter

For the two-stage design, engineering estimates will be made of deltas from the baseline

parameters. Test results will be used where they are available, similarity to existing equipment

will be relied on where necessary, and "engineering judgement" based on conversations with system

experts will be used to fill in any remaining holes. Tables of parameters for all candidate designs

will be generated and presented in the next section.
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D.4.5 Derivation of Markov Element Models

D.4.5.1 3-Stage Element Models . In the last section, Weibull distributions were

postulated for nine model elements: stage 2 and stage 3 propulsion, stage 2 and 3 ignition, stage

2 and 3 flight control ordnance, and stage separation ordnance (1-2, 2-3 and upper stage-PBV)

(Table D.1). Singh and Billinton (96) have shown that Weibull distributions with /3 __ 1 can be

modeled as a series of stages or phases (Figure D. 1). The time to failure (TTF) is a random variable

with an Erlang probability density function (pdf)

f(1) = A P(O)r, exp(-rit)
i=l

where P,(O) is the probability of transitioning to stage i from the 'down" or non-operating state,

and the ri's are constant transition rates that, may be different.

I...........................................x

*t

Figure D.. Weibull Stages

Let

PA(O) - 1

and

P2(0) = P3(0) ...=P(O) = 0

where

That is, the transition will always be to stage I from the "down" state and all r's are the same. Next.

an estimate is needed for r and n to approximate the given Weibull pdf for TTF. When all stages are
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identically distributed with parameter r, the corresponding pdf is the Special Erlangian(96:p183)

Sr( rt)- 1 exp(-ri)
( - )!

To approximate the TTF density function with f(t), the two parameters, r and n, must be estimated.

The simplest approach (86:p26) is to use the method of moments. The r"t moment. of f(t) (for

integer n) is given by
I r

,nr - (n + k- 1)
rr k=-

Solving for the first two moments:

Al = -
T

and
n(n + 1)

7-2

Solving for n and r gives
*= All, (D. )

01(2 - Al2)

and
MI'= W2 (D.2)

For the Weibull pdf.

P () );-) .exp[-(t/O)•]

the first and second moments in terms of the parameters are

) (D.3)
/3+1

and

M2 =02 r( 2 (DA)
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Since ;3 will have a value of 4,6 or 8 for all elements of this model(Figure D-1), the arguements for

the Gamma function will not be integer values and thus the function

[a(x) = t'-'iexp(-t)dx

must be evaluated to get values for F( ' and r( 2 ). For )3=4,

r(1.25) =0.9064

and

[(1.5) = 0.8862

(15:p 4 2 9 ) If the first two moments of the true (Weibull) TTF (Equations D.3 and D.4) are sub-

stituted for .11, and Al2 in Equations D.A and D.2, (equating moments), the required number of

stages, n, and the transition rate, r, needed to approximate the given Weibull distributions with

exponential stages can be determined. Using these relationships and substituting the appropriate

values for 9 and ý3 from Table D.1, the Markov state transition diagrams and state transition ma-

trices can be derived for each element of the 3-stage model. The following is a sample calculation

done for the Stage 2 (3) Liner element (1 = 4,0 = 17).

Using Equation D.3,

. 11 = 17(.9064)= 15.4088

Using Equation D.4,
Msn = 172(.8862) = 256.1118

and

M2 - (M 1 )2 = 18.68

Using Equation D.1, the number of stages is calculated as

15.40882n=- = 12.7 z: 13
18.68
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and r is calculated using Equation D.2:

15.4088
" = 1 = 0.82488.

18.68

An alternative approach uses the SLE from the Weapon System Effectiveness Report as the

expected value or mean life of the element under consideration. The first moment, M1 is then simply

the SLE, and the second moment, Al2 , is calculated from

Mkl = E(X 2 ) = 0,2 + [E(X)]2

where u is determined from the data and E(X) is the SLE from the data. Equations D.1 and D.2

are again used to calculate n and r. The choice of method was made based on the better fit to the

available data.

In the example of the Stage 2 Propulsion element, the "SLE = Mj" approach produced

results that best approximated the data. The resulting Markov state transition diagram is shown

in Figure D.2

X=2.61 A.

pff52

Figure D.2. State Transition Diagram for St 2 Propulsion Element

Calculations were done for all the elements in Table D.1, and the results are shown in Ta-

ble D.3.

For the 3-stage model elements of Table D.2, the method of stages is not required. Here, the

model is a simple two stage failure-repair Markov model if the element is monitored continuously.
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ELEMENT NUM OF STAGES,n TRANSITION RATE, r

S2 Propellant 45 2.61
S3 Propellant 45 2.61

S2 Ign Ord 34 1.16
S3 Ign Ord 13 0.54

S2 LITVC Ord 25 0.833
S3 LITVC Ord 16 0.67
SI-$2 Sep Ord 19 0.722
$2-$3 Sep Ord 19 0.722

S3-PBV Sep Ord 19 0.722
S2 Liner 33 1.89
53 Liner 33 1.89

Table D.3. 3-Stage Markov Parameters for Weibull Approximation

If the element is monitored monthly or not monitored at all, a third "discovery" state is included.

State 0 is the "up" state, State 1 is the "down" state for the continuously monitored elements and

the "discovery" state for the rest. A State 2 is added as the failed state for those element models

that include the discovery state. Transitions are made from up to down with the rates given in

Table D.2 and from down to up with the rates appropriate for upper stage (guidance or payload)

or downstage repairs. Transitions out of the discovery state are 12 per year for monthly monitoring

and .024 per year otherwise.

D.4.5.2 2-Stage Element Models. As discussed previously, interstage ordnance, flight

control ordnance and stage igniter elements are not candidates for design change with the two stage

alternative, but are included because there is a reduction of an entire stage with this design (and a

corresponding reduction in the numbers of these equipments). In the two-stage system model, only

one set of igniter and flight control ordnance is required versus two sets for the 3-stage alternative.

Similarly, two sets of interstage ordnance (1-2 and 2-Post Boost) are needed against three for the

current configuration. The Markov models for these elements will be exactly the same for the

two-stage design as they were for the three-stage design, but there will be fewer elements included

in the model.

Markov models for Stage 1, missile guidance set, payload/post-boost vehicle, and command

signal decoder are also transferred (without any modification) directly to the two-stage model.

The elements that do change for the two-stage model are the following:
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"* liner aging properties

"* propellant aging properties

"* flight control system equipment

Some discussion of the expected design changes is presented first, and then the corresponding

Markov element models are derived using the same equations developed in the previous section.

Liner properties are discussed first, followed by propellant and thrust vector control elements.

Liner Properties

In solid rocket motors, the primary liner function is to provide a bonding surface for the

propellant (on one side) and the insulation (on tile other). The secondary function is to prevent

chemical migration between propellant and insulation due to the close proximity of two materials

with very different chemical properties. As the solid rocket motor ages, it is critical that the liner

acts to preserve the tight interface bond needed for reliable motor performance. Therefore. liner

design is primarily a material compatibility exercise.

One of the primary failure mechanisms discussed previously was a propellant-liner "debond-

ing". A better description of this phenomenon really would address reduced bond strength resulting

from a degraded liner. High humidity in silos combined with the liner material's propensity to ab-

sorb water cause chemical decomposition of the propellant/liner/insulation bondline system. Liner

degradation is a function of moisture content, and in extreme cases, complete debonding occurs

between propellant and liner.

Since the liner debond problem is a primary driver in Minuteman Stage 2 and Stage 3 motor

service life estimates, a new liner is being developed for the stage remanufacture programs. De-

velopment of this new liner, expected to double (to 35 years) the current service life estimate, is

currently under Air Force contract (84). According to project engineers at Aerojet corporation, the

new liner is "fairly well characterized with the current Minuteman III propellant and insulation",

but very little life testing has been done. Because of the lack of data, the uncertainty associated

with the 35 year service life liner is much higher than that associated with the current system's

17 year service life. For the boron propellants associated with an Integrated Stage design, Aerojet

developed a liner, but it has not been fully characterized or age tested with the new propellants.

Due to funding cuts, there are no plans to do any further work to fully develop this liner. System
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experts feel there is no technical reason that a 35 year liner could not be developed for integrated

stage, given funding and "sufficient development time". However, confidence in such an assumption

would have to be considered very low at this point in time.

Another consideration in estimating a service life for the two-stage design liner is the size of

the design stage motor. Bondline stress is not a function of length, but it is a function of both

missile diameter and bore (propellant center "hole") diameter. Since the NEMESIS second stage

has different dimensions than current MM III second or third stages, the following relationship will

be used to scale the service life estimate for the AFIT design:

SLEAFIT = SLE 35 [1 (Ti/T2 ) -[ 1
2 T-

whereT1 is the difference between outer and inner propellant diameters for MM III and T2 is the

corresponding difference for the new Stage 2 design. Using this scaling factor gives a new service

life estimate of 31.5 years for a cylindrical second stage design (outer stage diameter of 64 inches.

bore diameter of 5 inches).

Using 31.5 years as the characteristic life parameter for the Weibull distribution, and assuming

a 3 of 2.75 (reflecting the degree of uncertainty associated with the characteristic life parameter),

the Markov stages and transition rates can be calculated as previously done for the three stage

model. Results for an integrated stage design: n = 7 and r = 0.231. Using a mean life of 29 years

and a standard deviation of 8 years yields n = 13 and r = 0.453.

Propellant Properties

The aging of solid propellants often causes cracks to form. The complex chemistry of the

propellants makes precise prediction of aging effects very difficult. Most failure information is

based on experimental results and aging surveillance data. The most serious impact of cracks is the

subsequent increase in surface area exposed to the hot combustion gases within the motor chamber.

Burning solid rocket propellants produce exhaust gases proportional to the amount of surface

area exposed to the hot gases of the combustion chamber. The design point of solid rockets

corresponds to a balance of the mass generation rate of the burning surface, the mass storage rate

in the chamber, and the mass flow rate through the nozzle throat.
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By increasing the burn surface area, mur-, hot gases are produced and the pressure in the

chamber increases. Cracks in solid propellants cause the internal burn pressure to increase, and if

the total of all cracks is large enough, the pressure can exceed the burst limit for the motor case,

causing a very obvious system failure!

The probability of significant cracking in solid propellants increases as a function of time.

Since the failure rate increases with an increasing rate, a Weibull probability distribution (0l > 1)

can be used to model propellant cracking failures. For propellants with aluminum fuels, aging

surveillance data is abundant and has shown that significant cracks develop with a mean between

17 and 20 years, with a 3o lower limit of 13 years (2). The parameters to be used for calculation

of Weibull stages are 0 = 18.5 years and i3 = 8, which results in n = 45 and r = 2.61.

For boron-based propellants (used with Integrated Stage design), very little aging data is

available. Early estimates (68) put the life of boron propellants at only about half that of the alu-

minums, but more recent work (72) with improving boron propellants indicates that their design

life is as long as the aluminum propellants. However. since these estimates were obtained from ac-

celerated life testing rather than from actual aging surveillance, much more uncertainty is involved.

For the purpose of this project, M1 = 18.5 years and a = 4 years is assumed, giving n = 22 and

r = 1.16 for boron propellants.

Thrust Vector Control

Secondary injection of hot combustion chamber gases into a nozzle exit colne for thrust vector

control was investigated extensively in the early 1960's (69). Various tests determined that nozzle

flow could be diverted to provide the small corrections needed to steer large rocket booster stages.

At the time, however, "hot gas"valve designs were large and heavy, and could not compete with

more conventional systems (gimballed nozzles, liquid injection systems, etc.). With the advent of

the integrated stage concept and advances in material technology that made lighter valves (that

could still stand up to high temperatures and flow rates) possible, the hot gas valve can be put to

optimum use.

Aerojet Corporation has studied and tested several valve configurations in conjuction with

the U.S. Army's MIST program. The valves have performed "satisfactorily" (9) towards a design

storage life goal of 20 years. The materials used for the valves are inert ceramics, so there is no real

concern about corrosion or breakdown in the silo. There is an electrical solenoid that is needed for
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operation, and the electrical continuity of this element can be monitored as part of the monthly

monitoring of the TVC subsystem.

The major design risk for hot gas valves in the current project lies in the relatively long

operating time required for potential second stage design motor burns of between 60 and 90 seconds.

Current testing has been limited to a maximum motor operating time of 40 seconds. Though hard

data is not available above this 40 second limit, valve experts (3b, 80) see no reason why the valves

will not perform for longer duty cycles and still achieve design lives of 25 years or longer, and in fact

United Technologies Chemical System Division proposed a valve for the Navy's Trident program

that had a required design life of 25 years with a 50 year goal (36).

Since the risk in hot gas valve technology lies in the development and testing of valves that

meet in-flight performance for required mission lengths in the 60-90 second range, this issue will be

addressed in the in-flight model. For silo availability, the materials are no longer new and exotic,

and designs are not complicated to manufacture. To reflect some risk in the projected design life,

a characteristic life parameter of 0 = 22 years was chosen with 3 = 7. This results in a Markov

stage model with n = 35.421 z 36 and r = 1.721.

D.5 Calculation of System .4vailability

In previous sections, justificat ion was given for using Markov processes to model the availabil-

ity of maintained systems. The number of stages and the transition rates for each of the Markov

element models were also derived and state transition diagrams were formed. The following steps

remain:

1. form state transition matrices from the state transition diagrams of each model element

2. solve each state transition matrix by finding the probability of being in each state and sum-

ming the probabilities of being in "available" states

3. find the "system availability" as the product of all individual element availabilities (series

model)

D.5.1 STEP 1: Form State Transition Matrices . The state transition matrix is formed

directly from the state transition diagram. Examples are given for a continuously monitored element
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(e.g. guidance), an element tested monthly (flight control electronics), and for an element whose

failures go undetected unless returned to depot for another failure (liner/propellant debonding).

Note that the transpose of each original state transition matrix is presented because it is the

transpose that is used by the solver program.

-0.796 0.796
87.6 -87.6

Missile Guidance Set

-. 006 .006 0.
0. -12. 12.
52. 0. -52.

Stage 2/3 Flight Control Equipment

-52. 52. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0.
0. -. 825 .825 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0.
0. 0. -. 825 .825 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0.
0. 0. 0. -. 825 .825 0. 0. 0. 0. 0. 0. 0. 0. 0. 0.
0. 0. 0. 0. -. 825 .825 0. 0. 0. 0. 0. 0. 0. 0. 0.
0. 0. 0. 0. 0. -. 825 .825 0. 0. 0. 0. 0. 0. 0. 0.
0. 0. 0. 0. 0. 0. -. 825 .825 0. 0. 0. 0. 0. 0. 0.
0. 0. 0. 0. 0. 0. 0. -. 825 .825 0. 0. 0. 0. 0. 0.
0. 0. 0. 0. 0. 0. 0. 0. -. 825 .825 0. 0. 0. 0. 0.
0. 0. 0. 0. 0. 0. 0. 0. 0. -. 825 .825 0. 0. 0. 0.
0. 0. 0. 0. 0 0. 0. 0. 0. 0. -. 825 .825 0. 0. 0.
0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. -. 825 .825 0. 0.
0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. -. 825 .825 0.
0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. -. 825 .825
.024 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. -. 024

Stage 2/3 Liner/Propellant Debond

A--0.796

"ji87.6

Figure D.3. State Transition Diagram for Guidance Set

All state transition matrices will be presented in the thesis for both the 3-stage baseline model

and for all 2-stage NEMESIS design alternatives.
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X1=0.006 X2=12

g=52

Figure D.4. State Transition Diagram for Stage 2/3 FCE

X1=0.825 X1

g-=52

Figure D.5. State Transition Diagram for Stage 2/3 Liner Debond

D.5. 2 STEP 2: Solve thc Elef nil Matrices. A FORTRAN program called -pdf" written by

Maj David Robinson (86) to support an ASD/ENS linear system model of preventive maintenance

was modified and used to solve each of the element state transition matrices. This program

"* reads in the size of the A (state transition) matrix, the order of the Taylor Series approxima-

tion for expA6 , the time increment, 6, the number of time steps, a normalizing factor (timek),

the vector of initial state probabilities, and the transpose of A

" calculates expAl = l(6) = I + Ab + A + ... using subroutine "eat" which computes 0(6)

by
A6 [[A6(A6 + 3)] + 6] + I = 0(6)

6

(using subroutine "matmul" to implr,ment all matrix multiplication)
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"* calculates the probability of being in each state at each time increment (6) by

P(6) = 4(6)P(O)

P(nb) = on(6)P(O)

"* writes the probability of being available at each time increment. Note that this definition

of availability changes depending on the state transition diagram and the initial probability

vector. For the exponential models, Availability = Frbeing in state 0]. For the Weibull stage

models, if a detection state is used,

Availability 1 - [ P(bcingindetcctionstate) + P(beinginfail(dstatf)]

Otherwise, Availability = I - P(being in failed state).

The main program and the subroutines are given below. Note that some of the original

program is commented out and only the code needed for this project is executed.

program pdf
c
c 6 Sep 1992 - update
c written in support of ASD/ENS
c linear system model of preventive maintenance
C
c modified for use in GSE-92D thesis
c
c m = number of rows/columns in transition matrix
c k = order of approx of Taylor series for exp(At)
c delta= delta time step
c n = number of time steps
c pO = array of initial probabilities
c
c a(i,j)= array of transition rates
c timek= maximum entry in a(ij) matrix
c disclamer : this is a crude program and is meant to be used for first
c order results. For more accurate results care should be
c taken in the double precision routines and parameters
c and checks should be accomplished in input accuracy and
c compatibility. To be safe, various combinations of k, delta, timek
c should be run. If the results agree to the accuracy required
c you can feel confident in your answers.

double precision a(50,50),delta
double precision phi(60,50) ,pO(50),p(2500,50),rel
integer m,k,nsteps
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* open C10,file'lcsd.dat')
open C1lfile='out.dat')

c
c read in data

C
read (10,*) m,k,delta nsteps,timek
read (10,*) (pOQj),j=i,m)

do 1 i1l,m
read C10,*) (a(i,j),j=1~m)

1 continue
C
c rescale with 1/max(a~i~j)) for better approximation

timek=I/timek
do 20 i=1,m

* do 20 j1l,m
20 a~i,j)=timek*a~i,j)

call eat (phi,a,delta,m,k)
C
c reguratate some input & output for future reference
c
c write(ll,*) delta~m,k

*c do 2 il,m
c write~ll,*) Cphi(i,j),j=1,m)
c2 continue
c

do 10 j1l,m
10 p(l,j)=pO~j)
c

* do 5 i=2,nsteps
do 40 j1l,m
sum0O
do 30 k=1,m

30 swu=sum+phi~k~j)*p~i-l,k)
p~i~j)=swn

40 continue

*c rel =0.
c do 99 ii=1,m
C 99 rel = rel + p(i,ii)
c rel =1. - rel
c

k =i-1
c write(ll,*) k,delta, timek, k*delta*timek,1.-p(i,1)

* write(11,*) p~i,1)

5 continue
end

c
* subroutine eat~b,a,h,m,k)

C
c function: calculates the matrix exp~ah); returning the result
c in matix b.
c k - order of Taylor series expansion
C m - dimension of a
c external functions required: matmul (matrix multiplication)

do b e p e i in*5 , 0 ,
double precision aC50,50)h
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integer m,k,nkntr
n=k
do I i=1,m

do 2 j=l,m
a(ij)=a(ij)*h
b(i,j)=a(i,j)

2 continue
1 continue

do 30 kntr=l,k-1
do 20 i=l,m

b(i,i)=b(i,i)+n
20 continue

call matmul(b,a,m)
n=n*(k-kntr)

30 continue
do 70 i=l,m

do 60 j=l,m
b(i,j)=b(i,j)/n

60 continue
b(i,i)=b(i,i)+1.

70 continue
return
end

c

C
subroutine matmul(x,y,n)

c
c function: performs matrix multiplication XY
c result is stored in X
c n - dimension of X and Y
c

double precision x(50,50),y(50,50),z(50,50),sum
integer n
do 120 i=l,n

do 110 j=1,n
sum=0.0
do 100 k=l,n

sum=sum+x(i,k)*y(k,j)
100 continue

z(i,j)=sum
110 continue
120 continue

do 140 i=l,n
do 130 j=l,n

x(i,j)=z(i.j)
130 continue
140 continue

return
end

c

Output from this program is in the form of a column vector representing predicted element

availabilities in years 1-20. The program is run for each element in the system model, and the
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resulting collection of element, availabilities is stored in data files that are used in the next step to

calculate overall system availability.

D.5.3 STEP 3: Calculate System Availability. Another short FORTRAN program was

written to collect all the element output data files from runs of "pdf" and to combine the data in

a series model of System Availability. Program "sysavail"

"* reads in element availability files generated by "pdf"

e implements the series availability model for either the 3-stage baseline or the 2-stage NEME-

SIS design

"* writes the resulting system availability as a function of time for years 0-20

For the 3-stage baseline, system availability is the product of 17 element availabilities:

"* reentry system

"* stage separation systems (3 needed)

"* missile guidance set

"* stage 3 liner, propellant, flight control equipment, igniter and TVC ordnance

"* stage 2 liner, propellant. flight control equipment, igniter and TVC ordnance

"* command signal decoder

"* stage 1

For the 2-stage design, the number of system elements is reduced to 11 (for a conventional design) or

to 10 (for an integrated stage design). A summary of two-stage system elements is now presented.

For the integrated stage design:

* * reentry system, missile guidance, command signal decoder and stage 1 same as above

e two sets of stage separation equipment

* second stage liner, boron propellant, igniter, and hot gas valves

and for the conventional design:
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e reentry system, missile guidance, command signal decoder, stage 1

9 two set~s of stage separation equipment

9 liner, aluminum propellant, igniter, actuators, flight control equipment

* The code for the 3-stage baseline is presented below. Note that the differences for the 2-stage

version would be in the input data files read and in the equation to calculate system availability.

program sys3avail
0c

c 9 Sep 92
c

c Written to Support GSE-92D ICBM Project Thesis Chapter on Readiness
C

c This program reads data files generated by program eat.i (subsystem
c availabilities in years 1-20) and computes the overall system availability
c according to a series model. "SUBI's" are vectors of subsystem "I"

*c availability.
C

c THIS VERSION USES SLE=M1 TO CALCULATE N AND TAU FOR A 3-STAGE MARKOV MODEL
C

double precision sysl(1OOO),sys2ClOOO),sys(10OO),subl(1OOO)
double precision sub2ClOOO),sub3ClOOO).sub4ClOOO),subS(lOOO)
double precision sub6ClQOO),sub7ClOOO),subB(1OOO) ,sub9CiOOO)

* ~double precision sublO(1000), subll(1000), subi2(1000)

c

open (1O,file'lreens.dat')
open (11ifile='mgss.dat')
open (12,file='stgoxs.dat')

*open C13,file='s3ixs.dat')
open C14,file='linxs.dat')
open CIS,iile'lalums.dat')
open (i6,file='s3tvoxs.dat')
open (17,file='s23fcs.dat')
open (18,file='s2ixs.dat')
open (19,file='s2tvoxs.dat')

*open (20,file='csds.dat')
open C21,file='sls.dat')
open (30,file'lout.dat')
c
c

do 1 i=1,1000
read(10,*) subl(i)
read(11,*) sub2(i)

*read(12,*) sub3(i)
read(13,*) sub4(i)
road(14,*) subfi~i)
road(16,*) sub8Ci)
read(16,*) sub7Ci)
read(17,*) sub8(i)
read(18,*) subgCi)

*read(l9,*) sublO~i)
readC2O,*) subli~i)
readC2l,*) subl2(i)
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C

sys1(i)=subl(i)*sub2(i)*sub3(i)*sub3(i)**2*sub4(i)
sys2(i)= ys1(i)*sub5(i)**2*sub6(i)**2*sub7(i)*sub8(i)*.2
sys (i)=ys2 (i)*sub9(i)*sublO(i)*subl1(i)*subl2(i)
C
write(30,*) i/50., ' ', sys(i)
C

1 continue
end

D.6 Results of Availability Analysis.

The calculated system "real" availabilities are now presented for the 3-stage baseline, one

Integrated Stage NEMESIS design option, and one conventional option. It is again important to

note that though the parameters for the 3-stage design were based on Minuteman III data, the

model of availability used in this report. was not intended to match reported System Availability

in the Weapon System Effectiveness Reports. Rather, the intent was to baseline an availability

yardstick for 2-stage design evaluation. Therefore, these model numbers, which do not account

for all logistics elements involved in a true system availability analysis, should not be construed as

reflecting the actual reported Minuteman Availability. In fact. a true comparison would need to be

classified, and that problem was intentionally avoided for this study.

The calculated system "real" availabilities over a period of twenty years are given below. Recall

that "'real" system availability was defined in Section 3 as the percentage of time thai an asset would

actually operate as intended if the user began a mission execution. The fact. that a missile could sit

failed and therefore "unavailable" in the silo for a period of time before the failure is detected is

accounted for in these calculations.

3-STAGE "REAL" AVAILABILITY
(USING Ni = SLE FOR ELEMENT CALCULATIONS)

YEAR SYSTEM AVAILABILITY

0.50000 0.98076643779529
1.00000 0.97595973106006
2.00000 0.96658887461609
3.00000 0.95753150396677
4.00000 0.94877620415692
5.00000 0.94031275947876
6.00000 0.93212316954753
7.00000 0.92415610480403
8.00000 0.91620720942807
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9.00000 0.90741715621602
10.00000 0.89460360984377
11.0000 0.86853779207278
12.0000 0.81007298715534
13.0000 0.69517707988211
14.0000 0.51838739732669
15.0000 0.31691701860479
16.0000 0.15201077072682
17.0000 5.6206251992312D-02
18.000.0 1.6342271926321D-02
19.0000 4.0175482736661D-03
20.0000 9.6104333067406D-04

2-STAGE (INTEGRATED STAGE)
"REAL" AVAILABILITY
(USING WEIBULL PARAMETERS AID Ml = SLE
AS APPROPRIATE)

YEAR SYSTEM AVAILABILITY

0.50000 0.98197049887035
1.00000 0.97716045534430
2.00000 0.96777806991798
3.00000 0.95870955574999
4.00000 0.94994349764175
5.00000 0.94146992770754
6.00000 0.93327200805903
7.00000 0.92529903319264
8.00000 0.91735961955578
9.00000 0.90885708120251

10.00000 0.89834735205013
11.0000 0.88304899097819
12.0000 0.85858919467338
13.0000 0.81931820161137
14.0000 0.75953227726334
15.0000 0.67578778382137
16.0000 0.56974298095295
17.0000 0.44978303648227
18.0000 0.32949343356189
19.0000 0.22295734208270
20.0000 0.13955675058805

2-STAGE (CONVENTIONAL STAGE)
"REAL AVAILABILITY"
(USING WEIBULL PARAMETERS AND M1 = SLE

AS APPROPRIATE)

0.500000 0.98136828367189
1.00000 0.97655990865375
2.00000 0.96718328553644
3.00000 0.95812018592779
4.00000 0.94935763216118
5.00000 0.94087806707175
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6.00000 0.93264393724348
7.00000 0.92457832166004
8.00000 0.91652568507258
9.00000 0.90811840958917

10.00000 0.89822423724963
11.0000 0.88331204640022
12.0000 0.85476190145032
13.0000 0.79805088336619
14.0000 0.69907623621054
15.0000 0.55748982267722
16.0000 0.39495143781742
17.0000 0.24553434291005
18.0000 0.13470007392556
19.0000 6.7251769785559D-02
20.0000 3. 2583529688547D-02

As can be seen in the results, the two-stage alternative designs track the 1iigh availability

of the baseline very %%eil for the first ten years of operation. The risk associated with the boron

propellants. the new liners and the hot gas valves (in the integrated stage designs) appears to be

offset by thl gains due to the reduction of an entire set of equipment assuciated with the extra

stage. Aftei year 10. a fairly draniatih improvem.nt can be seen in the availability of the two-stage

desigr.. Fcwler failures ean be expected a- ihe years go oi, with thi, design, h•nce availability falls

at a much slower rate than is seen with the 3-scage vehicle. These observations should be tempered

by the fact that several design life improvements are already on contract for Minateman II1. and

gains made by these potential improvements are not reflected in the baseline calculaiions presented

here.

D. 7 In-Fhhbl Rehability Analysis

D. 7.) Approach. In-flight failures of al ICBM can be traced to several gent ral failure mode

cat,-gories:

"* failures in rocket motor components (propellant cracks, insulation/liner/propellant debonds.

nozzle seal cracking, etc.) that were never detected as the missile stood in the silo

"* staging failures

"* guidance hardware/software failures or related flight control electronics failures

"* failures in post-boost flight path correction or payload deployment
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e human error (preparation, handling or execution)

The occurrence of an in-flight failure is not something that can be predicted with certainty, and thus

it can be treated as a random event that can be modeled with appropriate probability distributions.

In previous sections, Markov process models were developed and used to predict alert availability.

In this section, a "reliability allocation" approach is taken to model in-flight reliability of the

2-stage NEMESIS design alternatives. The reason an allocation approach is taken to in-flight

reliability (rather than the Markov approach taken in the availability analysis) is that data needed

to support the assignment of failure rates in a flight environment is not available for the technologies

associated with the design alternatives. Rather than guess at what, those failure rates would be,

the design group decided to find out what they would have to be in order to meet the baseline

system requirement.

The process of assigning reliability requirements to individual components to attain a spec-

ified system reliability is called reliability allocation (60:p405). The allocation approach involves

(basically) two key steps:

1. Calculation of a baseline system reliability. R;Y,

2. Assignment of reliability requirements, Ri. to all second stage design components such that

the overall system reliability matches the baseline.

The allocation problem is complicated by several factors:

"* the role a component plays in the function of the system

e the interaction of components within the overall system design

"* the complexity of a particular component or set of components

"* the lack of detailed information on many of these factors early in the system design phase.

Despite these problems, implementation of a reliability allocation program early in the design phase

has some inherent advantages that make it a worthwhile thing to do:

9 forces the designer to understand and develop the relationship between component, subsystem

and system reliabilities, which leads to an understanding of the basic reliability problems

inherent in the design

D-40



"* the designer is obliged to consider reliability equally with other system parameters such as

weight, cost and performance

"* setting reliability goals usually leads to improved design, manufacturing methods and testing

procedures (60:p4O6).

Most of the basic reliability allocation methods are based on the assumptions that

1. component failures are independent

2. failure of any component results in system failure

3. failure rates of the components are constant

These assumptions are valid for the ICBM case, and they lead to the following equation. which is

required to allocate a baseline system reliability, R'y,. to the component reliabilities, Rj:

J7R i (i) >_ R,*,.,(1) (D.5)
i= 1

which says that the product of all the component reliabilities must be equal to or exceed the

required overall system reliability.

If constant failure rates are assumed, an exponential model can be used for the individual

failure rates:

R(t) = exp(-At)

and equation D.5 becomes

Hfexp(-Ait) = exp(-A't)
i=1

where the Ai's are individual component failure rates and A* is the required system failure rate.

Thus, the reliabilty allocation in terms of R* or A* can be performed by similar approaches.

A slight modification of this approach will be used for this study. Failure rates imply a

knowledge of time (failures per unit time). The data on the in-flight performance of the Minuteman

system is given (67) in terms of numbers of failures/successes in a total number of tests. This

type of success/failure data lends itself more to a binomial model of system/component reliability.
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Computation of system or component reliability by a binomial method in this case comes very close

to an exponential prediction, as demonstrated in the following example.

Suppose data shows 2 failures of a particular motor component in 100 flight tests and 50

static firings. The failure rate (per test) is then 2/150 or 0.01333. If the time of each test is

assumed to be about 60 seconds (approximate motor burn time), then, in terms of failures per

second, A2 = 2/(150)(60) = 0.000222. A2 could now be used to compute the component reliability:

R1 (t) = exp(-A 2i)

If the reliability at the end of motor burn (t = 60sec) is desired:

R] (t) = exp[-(.000222)(60)] = 0.986755

Using a binomial success/failure approach:

148successesR= = 0.9867
150tests

which is essentially the same result.

In the sections that follow, a system baseline for a 3-stage system will be calculated using

failure rate data from the Minuteman Founding Fathers Review (67). This system baseline will then

be used as the required system reliability in a reliabilily allocatwn model for a 2-stage NEMESIS

design.

D. 7.2 3-Stage Baseline, R:, . The Minuteman III Life Extension Founding Fathers'

Review (67) presents data on the results of over 20 years of Minuteman system testing. Based on

this data, a summary table (Table D.4 was prepared. Since these numbers are classified SECRET,

they are replaced by the letters A-Z in this report. The actual numbers can be found in References

(67, 74, 75), or in an unclassified addendum that becomes classified when attached to this report.

Using this data and the binomial approach described previously, the component reliabilities

were calculated, and the results are shown in Table D.5.
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Component No. Component No.Tests No.Failures

I S2Motor 378 B
2 S3Motor 198 C
3 S2LITVC 226 D
4 S3LITVC 226 E
5 Stagel 244 F
6 IntOrd 244 G
7 Raceway 244 H
8 Batteries 244 I
9 CSD 244 J
10 PSRE 244 K
11 REEV 244 L
12 MGS 244 M

Table D.4. Baseline System Test Results by Component

Component No. Component [ Ri

1 S2Motor N
2 S3Mot~or 0
3 S2LIT\'C P
4 S3LITVC Q
5 Stagel R
6 IntOrd S
7 Raceway T

8 Batteries U
9 CSD V
10 PSRE W
11 REEV X

12 MGS Y

Table D.5. Baseline Component In-Flight Reliabilities

The baseline system reliability was then calculated using Equation D.5:

12
R8 -" 1 R, "- A

3=1

Therefore, for the 2-Stage NEMESIS design to meet or exceed this system goal, the product of all

the NEMESIS component reliabilities must be > A.

D. 7.3 2-Stage System Reliability Allocation . Some components of the baseline model are

transferred to the 2-stage design without change (Stage 1, interstage ordnance, raceway, batteries.

CSD, PSRE, REEV, MGS). Therefore, the reliability of all those components is assumed to be
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unchanged in the 2-stage calculations. Of these components, four (Stage 1, raceway, batteries,

CSD) have a reliability of 1.0, and hence will not change the calculated system reliability. The

remaining four components (interstage ordnance (R4), PSRE (R3), REEV (R2) and MGS (R1))

and the second stage motor (R5) and TVC (R6) are the components that must be included in

a 2-stage system in-flight reliability calculation. As previously stated. very little (or no) testing

has been done of new liners, boron propellants, and hot gas valves in an operational environment.

Therefore, any estimate of the in-flight failure rate associated with these components would have

little meaning at, this point. Instead, an allocation procedure is used to assess the reliability required

of the Stage 2 motor and the TVC components in order to meet the overall system baseline (A)

requirement.

Using an effort minimization algorithm presented in Kapur and Lamberson (6 0:p41l). the

problem breaks down to finding R!'s (optimal component reliabilities) to minimize the effort re-

quired to achieve the target system reliability (R;Y,). If the effort required to improve the reliabil-

ities of all system components is assumed to be equal (and there was no data available to support

any other approach). and the components are ordered such that R1 <. R., < ... < R,,. tile solution

to the problem is
(R*0, for i < ko;

R•= (D.63)
R Ri, for i, tko.

where ko is I lhe maximum value of j such that

Rj < 'rj.• (R,, = 1.0)
ilij=ko+l R).

or
R R* ]1/ko (D.7)

where R; is the minimum allocated reliability for components if the system reliability requirement

is to be met.

To show how this method works, consider the 2-stage model shown in Figure D.6, where

R, - R 4 are known from the baseline model. If equal allocation is considered as a starting point,

R~qual = (R,..sYq, = (A)1/ 6 = Z
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MGS REEV PSRE INT ORD STAGE 2 TVC

MOTOR

Figure D.6. 2-Stage In-Flight Model for Reliability Allocation

which means that to achieve a system reliability of A, all components must have a reliability of at

least Z. From previous calculations (Figure D.5, three components already have higher reliabilities:

R•= .\

R3 -- 1

R4 -

By Equation D.6i these components are not changed. and R, = 1._, R; = R3 , and R= R 4. For

the remaining components, Equation D.7 is applied:

R; = [-'A. ]I/ =_ 0.968898 - 0.97
(X)(1 I) (S)

If R• is allocated equally to R1 , R5 and R6 , the resulting system reliability is

R1Y, = (X)(W)(S,')(0.97) 3 = A

which is the desired result.

D. 7.4 Results of In-Flight Reliability Analysis. To summarize the results:

Assuming equal effort is required to achieve component reliabilities of 0.97, and assuming that

all three components (MGS, Stage 2 motor subsystem, stage 2 TVC subsystem) can be designed to

meet a 0.97 operational reliability allocation, the 2-stage NEMESIS system can meet the baseline

reliability requirement.
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Efforts are already underway (94) to improve the reliability of the Minuteman III Missile

Guidance Set, and there is good reason to believe that the goal is hievable (12) for that component.

With a conventional second stage, the fact that aluminum propellants and flex-seal actuators are

well- tested and proven technology means that the risk of achieving 0.97 for either TVC or motor

reliability is very small. Indeed, the current MM III Stage 2 motor already exceeds that target

number (Figure D.5, Reference (67)). With integrated stage technologies (boron propellant, hot

gas valves), the risk is higher, but seems reasonable in light of the development work done to date

(56, 85, 94).

D.8 Integrated Logistics Support Impacts: .4 Qualitatve Discussion

Availability and reliability capture an important facet of the NEMESIS design. However,

a system design study would be incomplete without some assessment of design impacts in some

other key logistics support areas. This section takes a top level, qualitative look at how the 2-stage

designs compare with the 3-stage baseline in terms of:

"* level of required manpower support and skills.

"* shipping container size and volume,

"• field and depot test and support equipment needed.

"* required training equipment, and

"* field/depot maintenance and repair facility space requirements.

Manpow, r Support and Skill Level Requirements - With increased availability and reliability.

the level of manpower support for maintenance and repair is expected to decrease (though not very

much for the level of improvement shown in the previous sections). Additional benefit would be

expected by a reduction in the sparing requirement and from a reduced parts count from the

reduction of an entire stage. Less manpower should be required to maintain the reduced number

of spare parts. Skill levels of the maintainers are not expected to change with either the ISC or the

conventional design approach.

Shipping Containers - Four of the five NEMESIS designs are smaller than the current

system, and the fifth is only about three inches taller overall. Therefore, with minor modifications,
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existing shipping containers for the system should still be useful. However, if a container is required

for the second stage motor alone, a new container is necessary. All NEMESIS Stage 2 designs are

bigger than either of the existing stage designs. One possible approach to avoid an entirely new

container would be to modify an existing Stage 1 container.

Field/Depot Support and Test Equipment - Since NEMESIS alternatives were designed to

fit existing silo requirements and to stay within size and weight constraints driven by Stage 1 capa-

bility, existing handling equipment (transporter winches, missile transporters, motor transporters,

transporter erector actuators, etc.) should be adequate for the new designs. With respect to test

equipment (TE). much of the existing equipment is becoming obsolete and upgrades are planned

(94:pp60-l 16). The 2-stage design, whether ISC or conventional, should be compatible with planned

upgrades to automatic test equipment. shop replaceable unit test sets, shock/vibration flight simu-

lation equipment, electrodynamic vibration equipment. hardness TE. servo test stands. cable test

sets. etc. Non-destructive inspection equipment (for motor chambers and ordnance). whether cur-

rent or planned (computed tomography) is big enough to handle any NEMESIS configuration.

Training Equipeint - Most of the training equipment used with Minuteman Ill focuses

on lanch communications, power systems, pre-flight procedures, ground control monitoring, and

computer programming. None of these equipments or procedures changes with the designs presented

in this study.

Facility Space - If anything. less space is needed with the 2-stage alternative. Fewer spare

stages and fewer parts within those stages (in the case of ISC at least) should reduce the overall

facility space devoted to storage and repair.

Though a full Integrated Logistics Support analysis should really be done to quantify and

verify these conclusions, a top level, qualitative look at some key factors does not seem to highlight

any particular problems with the 2-stage approach. On the contrary, with the possible exception of

the shipping containers, a 2-stage approach would seem to have inherent benefits, especially in the

areas of manpower and facility savings. Operations and Support cost analysis in Chapter 6 shows

that these two factors have a significant impact on overall system life cycle cost.
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D.9 Conclusions

The models developed for this project gave results that "made sense" in terms of expected

and documented performance of the baseline system. Because of this consistency, the Markov chain

model is used as a vehicle for assessing the "availability" of all 2-stage system design options gener-

ated in the ICBM group thesis wc rk. The results indicate good potential for a 2-stage design (either

conventional or integrated stage) to exceed the already excellent alert availability performance of

the baseline system. In-flight reliability is calculated using an allocation method, and these results

are also presented for the three stage baseline and for conventional and integrated stage 2-stage

designs. Results indicate that the in-flight reliability of the baseline can be matched with realistic

allocation of component reliability to the designs for the second stage motor and thrust vector

control subsystems. The availability and reliability assessments, together with the qualitative as-

sessment of other Ingegrated Logistic Support (ILS) factors. are given equal consideration with

system cost and mission performance to identify the best overall system design (Chapter 7).
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